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ABSTRACT
Many real-time OLAP systems have been proposed to query evolving data with sub-second latency. Although this feature is highly attractive, it is very hard to be achieved on analytic graph queries that can only be answered after accessing every connected vertex. Fortunately, researchers recently observed that answering pairwise queries is enough for many real-world scenarios. These pairwise queries avoid the exhaustive nature and hence may only need to access a small portion of the graph. Obviously, the crux of achieving low latency is to what extent the system can eliminate unnecessary computations. This pruning process, according to our investigation, is usually achieved by estimating certain upper bounds of the query result in existing systems.

However, our evaluation results demonstrate that these existing upper-bound-only pruning techniques can only prune about half of the vertex activations, which is still far away from achieving the sub-second latency goal on large graphs. In contrast, we found that it is possible to substantially accelerate the processing if we are able to not only estimate the upper bounds, but also foresee a tighter lower bound for certain pairs of vertices in the graph. Our experiments show that only less than 1% of the vertices are activated via using this novel lower bound based pruning technique.

Based on this observation, we build SGraph, a system that is able to answer dynamic pairwise queries over evolving graphs with sub-second latency. It can ingest millions of updates per second and simultaneously answer pairwise queries with a latency that is several orders of magnitude smaller than state-of-the-art systems.
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1 INTRODUCTION

1.1 Motivation
In recent years, the topic of real-time OLAP has gained a great deal of attention in the area of relational data analysis. Many real-time OLAP systems [17, 29, 61, 64] have been proposed to query evolving data with sub-second latency. Although this feature is highly attractive, it seems impossible to achieve the same capability on analytic graph queries. Typical graph applications terminate only after accessing every connected vertex (multiple times) and hence lead to large overhead in both computation and communication. This exhaustive nature (named by Xu et al. [59]) of graph applications precludes the possibility of achieving sub-second latency over large graphs. Fortunately, recent researchers [65] observed that instead of computing an exhaustive “one-to-all-the-others” single-source query, answering a “point-to-point” pairwise query is enough for many real-world scenarios. This observation opens the possibility of building real-time OLAP systems for large and evolving graph data.

As an illustration, Single Source Shortest Path (SSSP) is a typical single-source query application that computes the shortest paths from the source to all other destination vertices. In contrast, the dynamic “pairwise query” version of SSSP is called Point-to-Point
Shortest Path (PPSP), where the users are only interested in the shortest path between a pair of two arbitrary vertices. PPSP is not only the most important problem in a navigation system [57] over a dynamic road graph but also the basic building block of many high-level graph analysis applications in social/financial networks. For example, recommendation systems need to frequently examine the shortest path between two arbitrary users in a large network extracted from the shopping logs, and the risk detection systems use PPSP to measure the distance between a newly-arrived transaction and certain risk users [22, 28, 35].

Since both the source and destination vertices are given in pairwise queries, the corresponding evaluation algorithm only needs to achieve convergence for this specific pair of vertices. It avoids the exhaustive nature and hence enables the query system to achieve a much smaller latency.

1.2 Challenges and Observations

The key to building efficient evolving graph and pairwise query processing systems is to what extent the system can eliminate wasteful computations. One prominent direction is to make use of the widespread monotonicity of graph applications. According to our investigation, the pruning techniques proposed by most of the existing evolving graph or pairwise query processing systems [18, 26, 56, 59] can be viewed as a leveraging of this simple property. Simply speaking, given source vertex \( s \) and destination vertex \( d \), a monotonic graph application attaches a property \( Q(s \mapsto v) \) to every vertex \( v \). Then, the algorithm starts from initializing \( Q(s \mapsto s) := 0 \) and \( Q(s \mapsto v) := \inf \) for every \( v \) except \( s \). These properties are updated in a monotonically decreasing manner through the iterations of the algorithm before \( Q(s \mapsto d) \) stabilizing to its final value\(^1\).

Leveraging this property, existing works prune unnecessary updates and computations by establishing an upper bound of \( Q(s \mapsto v) \) for some or all of the vertices via prior knowledge obtained before [26], or during the query [59], or both. As shown in Figure 1 (a), an update to vertex \( v \) can be ignored if it is already larger than \( UB(s \mapsto v) \), the current estimated upper bound from the source to vertex \( v \), or \( UB(s \mapsto d) \), the current estimated upper bound from the source to the final destination. In PnP [59], these upper bounds are established using the current intermediate result of \( Q(s \mapsto v) \) or \( Q(s \mapsto d) \). More detailed and sophisticated approaches to estimating upper bounds will be discussed in Section 2.2.

However, upper-bound-only pruning is still not enough to achieve the sub-second latency goal on large graphs. To demonstrate the problem, we present both analysis and evaluation results with the above PPSP example. Theoretically, suppose the queried vertices are randomly selected from the graph, then in expectation, half of the vertices will have a smaller distance from the source than the queried destination. Those vertices can never be pruned thoroughly via an upper-bound-only technique, hence have to be activated at least once and possibly multiple times before convergence. We also validate this analysis by running our implementation on several real-world datasets and counting the number of activated vertices in each iteration. Results show that pruning only half of vertex activations is still several orders of magnitude away from the desired performance. More details about the evaluation will be given in Section 5.3.

To resolve this problem, we study the characteristics of wasted activations, i.e., those vertex activations that are not pruned but actually do not contribute to the final result of the query. Results show that these upper bound estimations only make use of the current history of computation, but a capability to foresee the future is required to reach the desired performance. As an illustration, Figure 1(a) visualizes the pruning condition using a triangle of source \( s \), destination \( d \), and an intermediate vertex \( v \). The monotonicity of the graph applications tells us that this activation on \( v \) can be omitted if \( Q(s \mapsto v) \) plus the lower bound of the distance between \( v \) and \( d \), denoted as \( LB(v \mapsto d) \), is larger than the upper bound condition stated by \( UB(s \mapsto d) \). There are three variables in this condition, where both \( Q(s \mapsto v) \) and \( LB(v \mapsto d) \) can be estimated by the current processing history. In contrast, the value of \( LB(v \mapsto d) \) is related to the future path from \( v \) to \( d \) that has not been accessed. As a result, since existing works have no hints on the future path, the current upper-bound-only method can be viewed as a conserved form of the generalized formulation, assuming that \( LB(v \mapsto d) \) can be as small as zero, which is the key reason for wasted activations.

In contrast, it is possible to substantially accelerate the processing if we are able to foresee a tighter lower bound of \( LB(v \mapsto d) \). Theoretically, if both the lower bound and upper bound estimation are accurate, all the vertices that are not on the best paths between

---

\(^1\)Without loss of generality, we concentrate only on monotonically decreasing problems. All the discussion results still hold for monotonically increasing problems by simply interchanging decreasing with increasing, larger with smaller, and positive with negative.
source and destination, i.e. do not contribute to the final results, can be skipped. We demonstrate this advantage via the hypothetical graph described in Figure 1 (b-c). As we can see, using the upper bound can only prune the activation to vertex $c$ because 1) the update through $s \mapsto e \mapsto c$ is larger than the upper bound from $s$ to $c$; and 2) the update through $s \mapsto b \mapsto c$, though no larger than $UB(s \mapsto c)$, is larger than the upper bound from $s$ to the final destination $d$. In contrast, if a tight lower bound is given, theoretically, only the activation through $s \mapsto a \mapsto d$ will be allowed because only vertex $a$ is on the critical/shortest path to the final destination. Both activations from $s$ to $b$ and $e$ are pruned due to the tighter pruning condition. Our evaluation results also demonstrate that it is possible to forecast lower bounds that are tight enough in practice. Only less than 1% of the vertices are activated via using our novel lower bound based pruning technique.

### 1.3 Our Contributions

To bridge the gap between large graph size and strict latency requirement, in this paper, we present the design and evaluation results of SGraph, which is a lower bound based system that can answer dynamic pairwise queries over evolving graphs with sub-second latency. It can ingest millions of updates per second and simultaneously answer pairwise queries with a latency that is several orders of magnitude smaller than our baseline implementations of the state-of-the-art pruning techniques (e.g., PnP [59], Tripoline [26]) and industry graph databases (e.g., Neo4j [3], TuGraph [4]). Experiment results show that SGraph is able to answer pairwise queries via only activating less than 1% of the vertices, which demonstrates the effectiveness of our lower bound based pruning technique.

### 2 CASE STUDY: POINT TO POINT SHORTEST PATH

In this section, we present the intuition of our system via a thorough case study on PPSP, a typical example of pairwise queries. We start with a standard SSSP algorithm that is exhaustive and works only on static graphs, and then demonstrate the procedure of adapting this simple algorithm step by step. The resultant solution is able to dynamically maintain a bunch of upper and lower bounds upon graph updates and use them to largely prune unnecessary computations. We will also discuss the principle underneath this adaption procedure, which is then generalized and formalized into the high-level programming model described in Section 3.1.

#### 2.1 PPSP Problem

Given a pair of source vertex $s$ and destination vertex $d$, the goal of Point-to-Point Shortest Path (PPSP) is to compute the distance of the shortest path from $s$ to $d$. As a pairwise version of the SSSP problem, although it is exhaustive and expensive, PPSP can also be calculated by the same program of SSSP. Specifically, we attach a property $ub$ to every vertex $v$ representing the current observed shortest distance from $s$ to $v$. We use $ub$ because $vb$ can also be viewed as the current upper bound of $Q(s \mapsto v)$. Then, these vertex properties can be initialized and updated by the simple vertex-centric program described in Listing 1.

This is a simple iterating algorithm that starts from activating the source vertex and terminates when there are no more activations. The only difference in the programming model is that we purposely separate the pruning logic from the main vertex program (i.e., the $TryActivate$ function). Currently, an update can only be pruned if it violates the monotonicity of the application, i.e., this update is already larger than the current upper bound (line 10 of Listing 1).
we can simply choose this path

In VRGQ (for static graphs) and Tripoline (for insertion-only dynamic graphs), these upper bounds are maintained by choosing one or more hub vertices \( h \) and calculating \( Q(h \mapsto +) \) and \( Q(\mapsto h) \). \( Q(h \mapsto +) \) and \( Q(\mapsto h) \) mean that the result of \( Q(h \mapsto o) \) and \( Q(v \mapsto h) \) for every vertex \( v \) is calculated beforehand and stored alongside vertex \( v \). Then, in the initializing period of answering \( Q(s \mapsto d) \), these pre-calculated results will be used to initialize the \( ub \) property with a tighter estimated upper bound. Specifically, for every vertex \( v \) except the source \( s \), \( ub \) is initialized to \( Q(s \mapsto h) \otimes Q(h \mapsto v) \) instead of infinity. This procedure is formalized in lines 4-6 of the PostInit function described in Listing 2, which is executed right after the execution of the aforementioned Init function.

Similar ideas have also been applied to incremental graph computing systems. These systems try to dynamically maintain the results of \( Q(s \mapsto +) \), e.g., the shortest paths from vertex \( s \) to all other vertices. Each time graph updates invalidate (part of) the results, systems like KickStarter [56] and RisGraph [18] re-calculate \( Q(s \mapsto +) \) from a tight upper bound to drastically speed up the convergence of the computation.

### 2.2 Triangle Inequality

Similar to many existing works [18, 26, 56, 59], we observed that most of the monotonic graph applications also follow another important property that is usually described as “Triangle Inequality”. This inequality is originally from Euclidean geometry. It states the fact that, for any given triangle, the sum of the lengths of any two sides must be greater than or equal to the length of the third side. Equivalently, the minus of the lengths of any two sides must be smaller than or equal to the length of the third side. This principle can be extended to not only Euclidean geometry but also many important pairwise graph queries by generalizing the above sum/minus/greater_or_equal operators.

**Definition 1.** Given a pairwise query \( Q(s \mapsto d) \), it follows the triangle inequality if we can define a triplet of binary operators \( \oplus, \ominus, \geq \) such that the final converged results of \( Q(\mapsto+) \) satisfy

- \( Q(s \mapsto o) \oplus Q(o \mapsto d) \geq Q(s \mapsto d) \)
- \( Q(s \mapsto d) \geq Q(o \mapsto d) \ominus Q(o \mapsto s) \)

Obviously, PPSP follows the triangle inequality. If the final result of \( Q(s \mapsto o) \) plus \( Q(o \mapsto d) \) is not greater or equal to \( Q(s \mapsto d) \), we can simply choose this path \( s \mapsto o \mapsto d \) to obtain a shorter path. Similarly, the second \( \ominus \) clause of the inequality is just an equivalent transformation of \( Q(o \mapsto s) \ominus Q(s \mapsto d) \geq Q(o \mapsto d) \). It must hold because otherwise, the result of \( Q(o \mapsto d) \) can be updated and hence is not converged. It is demonstrated by existing works [18, 26, 56, 59] that many important pairwise queries, such as reachability, BFS, widest/narrowest path, Viterbi, Radii, etc., also obey this inequality. For these queries, one just needs to override the definition of these abstract sum/minus/greater operators \( \oplus/\ominus/\geq \), other than simply using arithmetic \(+/-/\geq\) in PPSP.

The first \( \oplus \) clause in this definition has been widely used in existing works to obtain a **tighter upper bound** of the query. For example, Tripoline [26], VRQG [25], and Quegel [65] can optimize pair-wise queries by using hub-based methods to estimate the upper bounds. In VRQG (for static graphs) and Tripoline (for insertion-only dynamic graphs), these upper bounds are maintained by choosing one or more hub vertices \( h \) and calculating \( Q(h \mapsto +) \) and \( Q(\mapsto h) \). \( Q(h \mapsto +) \) and \( Q(\mapsto h) \) mean that the result of \( Q(h \mapsto o) \) and \( Q(v \mapsto h) \) for every vertex \( v \) is calculated beforehand and stored alongside vertex \( v \). Then, in the initializing period of answering \( Q(s \mapsto d) \), these pre-calculated results will be used to initialize the \( ub \) property with a tighter estimated upper bound. Specifically, for every vertex \( v \) except the source \( s \), \( ub \) is initialized to \( Q(s \mapsto h) \otimes Q(h \mapsto v) \) instead of infinity. This procedure is formalized in lines 4-6 of the PostInit function described in Listing 2, which is executed right after the execution of the aforementioned Init function.

Similar ideas have also been applied to incremental graph computing systems. These systems try to dynamically maintain the results of \( Q(s \mapsto +) \), e.g., the shortest paths from vertex \( s \) to all other vertices. Each time graph updates invalidate (part of) the results, systems like KickStarter [56] and RisGraph [18] re-calculate \( Q(s \mapsto +) \) from a tight upper bound to drastically speed up the convergence of the computation.

**Listing 1: Vertex Program for PPSP.**

```plaintext
1 func Init(v Vertex, q Query) {
2    // Init ub with infinity
3    v.ub = inf;
4    // Unless it is the source vertex
5    if (v.id == q.source.id) {
6        v.ub = 0;
7    }
8    return;
9 }
10 func TryActivate(v Vertex, dis Value) {
11    // Prune non-monotonic updates
12    if (dis > v.ub) return;
13    OnActivate(v, dis);
14 }
15 func OnActivate(v Vertex, dis Value) {
16    v.ub = dis;
17    for e := v.outgoingEdges() {
18        newdis = v.ub + e.weight;
19        TryActivate(e.target, newdis);
20    }
21 }
22 func PostInit(v Vertex, q Query) {
23    // Tighter upper bound via h
24    ub = Q(q.source, h) + Q(h, v);
25    if ub < v.ub: v.ub = ub;
26    // Tighter lower bound via h
27    lb = Q(v, h) - Q(h, q.dest);
28    if lb < v.lb: v.lb = lb;
29    return;
30 }
31 func TryActivate(v, dis, q Query) {
32    // Prune lower bound
33    if (dis > v.ub) return;
34    OnActivate(v, dis);
35 }
```

**Listing 2: Pruning Logic for PPSP.**

**2.3 Pruning with Lower Bounds**

In contrast to the widely-used \( \oplus \) clause, according to our investigation, the second \( \ominus \) clause of the definition is usually ignored in existing works because it seems to be equivalent to the first clause. However, we found that this ignored clause is, in fact, much more effective with respect to pruning.

As mentioned in Section 1.2, the crux of avoiding wasted activations to vertex \( o \) is to foresee a **tighter lower bound** of \( Q(o \mapsto d) \) rather than simply using 0. Although the current execution has not explored the path from \( v \) to \( d \), this is actually achievable without maintaining any more pre-calculation results other than \( Q(h \mapsto +) \) and \( Q(\mapsto h) \). Firstly, we can directly infer from the \( \ominus \) clause that \( Q(o \mapsto d) \geq Q(h \mapsto d) \ominus Q(h \mapsto o) \). Second, we can also infer another lower bound condition \( Q(o \mapsto d) \geq Q(o \mapsto h) \otimes Q(d \mapsto h) \) because if this condition does not hold, \( v \mapsto d \mapsto h \) will be a path shorter than \( v \mapsto h \). With these lower bounds, we can prune more activations by avoiding "(update to \( v \)) \ominus LowerBound(s \mapsto d) \geq UpperBound(s \mapsto d)".
This logic is formalized in lines 7-12 and 16-17 of Listing 2. As we can see from the algorithm, we attach an additional lower bound property \(lb\) to vertex \(v\), which is calculated by the above inequalities and the pre-calculated results. Moreover, we add an additional prune condition in the \(TryActivate\) function to ensure that a vertex is not activated unless it is possible to contribute to the final result of \(Q(s \mapsto d)\).

More importantly, we found that Listing 2 outlines a general template for adapting a simple exhaustive single-source query algorithm to an efficient pairwise query algorithm. For applications other than PPSP, one just needs to override the definition of \(+/-/\geq\) for type \(Value\) to the real logic of the abstract operator \(\oplus/\ominus/\geq\).

According to our experiments, this overriding can be implemented in only a few lines of code.

2.4 Micro Benchmarks

In order to demonstrate the effectiveness of our novel lower bound based pruning technique, we measure the number of active vertices in PPSP for each iteration over several real-world graphs. As we can see from Figure 2, after using lower bounds, the number of active vertices becomes much smaller than using upper bounds only after about five iterations. In fact, as we will demonstrate later in Section 5.3, the total number of active vertices is about 50% of the total number of vertices in the graph if only upper bounds are used. In comparison, less than 1% of vertices are activated in our novel approach, leading to a significant speedup.

![Figure 2: The number of active vertices on each iteration of PPSP query with and without lower bounds.](image)

### 3 SYSTEM DESIGN

Following the intuition described above, we design and implement an evolving graph processing system called SGraph, which can accelerate the processing of dynamic pairwise queries via both upper and lower bounds. With a higher-level program abstraction, SGraph can support all the graph applications that iteratively update the property of vertex in a monotonic way that obeys the triangle inequality. In this section, we will first introduce SGraph’s programming model, and then the main workflow and the corresponding decoupled architecture of SGraph. Finally, we will discuss the necessary system optimizations that are used in SGraph to achieve sub-second query latency.

3.1 Programming Model

Similar to the versatility of OLAP queries, there are many different kinds of pairwise queries, and the specific business logic of each application may also differ in many details. The originally designed upper and lower bounds may become completely useless if the business logic changes a bit by adding an edge (or label or property) filter to prohibit the use of a certain portion of the edges. It would be very complicated and cumbersome if users needed to design and implement a specific upper/lower bound maintaining and pruning logic for every different kind of these queries. As a result, the users desire a generalized abstraction that hides not only the system implementation but also the algorithm logic of the pruning technique from users. The system should be able to automatically generate the building and maintenance logic of upper/lower bounds for each different kind of query.

To this end, we provide a simple vertex-centric programming model to users, which is almost identical to the classical vertex program abstraction. As we can see from Listing 3, the vertex program \(OnActivate\) has two input variables. Variable \(v\) with type \(Vertex\) provides access to the vertex property and in-going/out-going edges of this vertex. The other \(update\) variable with type \(Value\), which is the same type of vertex property, is the updating information sent from another vertex. This notification is achieved using the provided \(TryActivate\) function, as shown by Line 7 of Listing 3.

Users of SGraph can express their algorithm and business logic in this vertex program straightforwardly without considering how to avoid the exhaustive nature that prohibits it from finishing in sub-second latency. The initializing (executed in the init function) and pruning logic (executed in \(TryActivate\) before actually invoking \(OnActivate\)) are all generated automatically by SGraph. This generation is possible if the user specifies the triangle inequality of vertex property for SGraph. Specifically, the user needs to provide five simple functions related to type \(Value\), representing different aspects of the triangle inequality. As demonstrated by Listing 3, these five functions express the logic of the aforementioned \(0/\inf/\oplus/\ominus/\geq\), respectively. From our experience, they can all be implemented in one or two lines of code in practice.

```plaintext
1 func OnActivate(v Vertex, update Value) {
2     for e := v.outgoingEdges() {
3         // Send update to e’s target vertex
4         ...; TryActivate(e.target, ...); ...;
5     }
6 }
7 // Expressing the triangle inequality
8 func Zero(): Value { ... }
9 func Inf(): Value { ... }
10 func Add(l Value, r Value): Value { ... }
11 func Minus(l Value, r Value): Value { ... }
12 func LargerOrEqual(l Value, r Value): Bool { ... }
```

### Listing 3: Programming Model of SGraph.

With these definitions, the initializing, dependency tracking, incremental maintaining, and pruning procedures of this application are all automatically generated by SGraph. As mentioned before, both the upper and lower bounds can be maintained by hub-based approaches. With a selected hub vertex \(h\), it is enough to calculate all the needed upper and lower bounds by pre-calculating \(Q(h \mapsto *)\) and \(Q(*) \mapsto h\) (named hub indexes for brevity). For static graphs,
these hub indexes can be calculated directly by the provided \textit{OnActivate} function with an empty pruning logic in \textit{TryActivate}. Thus, we can use this user-provided function to initialize the hub indexes without any further user inputs. Moreover, the indexes can be maintained very efficiently over evolving graphs. It can be proved that once a graph application follows the triangle inequality, it also follows the constraints specified in Kickstarter [56]. As a result, the indexes can be maintained by the same mechanism as Kickstarter.

Specifically, since all the graph applications we use are monotonic graph algorithms, if only edge/vertex adding are given, the hub indexes $Q(h \mapsto *)$ and $Q(*) \mapsto h$) can be maintained by simply incrementally processing over the old results. The old values right before the updates will serve as a good approximation of the actual results and, hence, it is quicker to reach convergence. In contrast, for edge/vertex deletions, our system will automatically track a tree-structure dependency relationship of these indexes, just like Kickstarter. This tree-structure dependency will be used to identify old values that are (directly or transitively) impacted by vertex/edge deletions and adjust those values before they are fed to the subsequent computation. After the adjustment, the trimmed approximation results can be used as a good approximation for accelerating the convergence of maintaining the hub indexes. With the above procedure, SGraph can work only on a subset of vertices impacted by added/deleted edges and restore the correct results efficiently by re-executing \textit{OnActivate} from approximate intermediate results. More optimizations are discussed in Section 3.3.

### 3.2 Decoupled System Architecture

Similar to the graph databases, SGraph needs to process dynamic graph queries and concurrent graph mutations simultaneously. It would unnecessarily enlarge the query latency and limit the throughput if SGraph processes these queries and mutations in a series mode. Fortunately, we found that even though the arrivals of queries and mutations interleave with each other, it is enough to provide a consistent snapshot of dynamic graphs for each query in many real-world scenarios. This property naturally enables us to decouple the procedure of query processing from graph mutation and upper/lower bounds maintenance. To make use of this advantage, this section presents the main workflow and the corresponding decoupled architecture of SGraph, which is also the key point of achieving low latency and high throughput simultaneously.

As shown in Figure 3, SGraph incrementally maintains a series of snapshots of the graph. The last closed Snapshot $x$ is a static version of the graph that contains both a consistent view of the graph and the corresponding indexes. In contrast, the unclosed Snapshot $x+1$ contains only a consistent view of the graph without ready indexes, and the later Snapshot $x+2$ is still open for graph updating. All the dynamic queries are answered upon the most recent closed Snapshot at their arrival time, so that they are not blocked by graph mutations and indexes maintenance. An independent procedure is used to compute the indexes for the unclosed Snapshot $x+1$ upon the recent graph mutations. As discussed in the above section, such index maintaining procedure is processed incrementally by using the remained indexes in Snapshot $x$ that are not trimmed by the dependency relationship. Since Snapshot $x+1$ can be transferred to a closed snapshot for serving the queries as long as the index maintaining procedure is finished, the freshness of the query data is only related to the latency of this maintaining algorithm. As we will show in Section 5.4, such freshness can be limited to second-level upon a throughput of millions of mutations per second, which is acceptable in most real-world scenarios. Once an unclosed snapshot finishes its index maintenance, it becomes a closed snapshot, and the current snapshot open for graph mutation is transferred to a new unclosed snapshot.

**Storage Design.** In order to implement the above decoupled architecture, SGraph needs a multi-version graph storage that supports snapshot isolation. As an illustration, GraphOne [31] provides a hybrid store that utilizes both an edge log and an adjacency list. Graph mutations are first preserved in a circular buffer based edge log to achieve high ingestion throughput. These mutations will be periodically archived into an adjacency list that keeps all the neighbors of a vertex together and indexed by their source vertex, which provides efficient data access for graph processing. Since the cost of this archiving is relatively high, only coarse-grained snapshots can be provided if only the data in the adjacency list are used in the processing. To support fine-grained snapshots, GraphOne combines the per-vertex adjacency list with the shared edge log to obtain a complete edge set during the processing. However, as we will show with more experiment results later in Section 5.4, a larger number of graph mutations buffered in the edge log leads to both a higher ingestion throughput and a lower query performance, because of the read amplification problem caused by scanning the edge log.

To mitigate this problem, SGraph designs a mechanism that directly supports snapshot isolation over the adjacency list. In SGraph, each vertex has its local adjacent edges stored continuously in a dynamic array. When the array size surpasses a certain threshold (set as 512 in our evaluation), an additional dense map [1] is attached to it for fast edge indexing during updating. This hash map is only used by the single graph mutation thread of the corresponding graph partition and hence does not need to be a concurrent hash map (different partitions can use different threads). In order to provide fine-grained consistent snapshots for the processing, meta bits are used to indicate whether an edge is visible in certain snapshots. Each edge uses 2 bits since only two recent snapshots (closed and unclosed) are needed in SGraph.
As discussed above, our goal is to 1) provide consistent snapshots for both query processing and index maintaining threads; 2) ensure that the query processing threads are never stalled by index maintaining or graph mutations; and 3) maximize both the ingesting throughput and query performance.

In order to demonstrate our design, we use the example in Figure 4 to describe the update process of the adjacency list for a single vertex in SGraph. First, we assume that there are initially two edges (e1, e2) in the adjacency list before updating, and the system ingests a vertex in SGraph. First, we assume that there are initially two edges (e1, e2) in the adjacency list before updating, and the system ingests a vertex in SGraph.

In this case, the query processing thread checks the visibility of an edge (i.e., whether it is in the current closed snapshot) by checking whether the first meta bit of this edge is set to 1.

During epoch 1, the vertex receives three graph mutation messages to add e3 and e4, and to delete e1, denoted as +e3, +e4 and -e1. The graph mutation thread directly appends e3 and e4 to the adjacency list with meta bits set to 00 (represented by dashed boxes). Note that, during the mutation, index maintaining and query processing threads can simultaneously work on this adjacency list without any blocking, each seeing different snapshots. The edges with meta bits 00 are not visible to both the closed and unclosed snapshots.

After a certain fine-grained period of time, SGraph terminates epoch 1 and starts epoch 2 by switching the meta bit indicating the closed snapshot from the first bit to the second bit. After switching, the system can maintain the indexes for the current unclosed snapshot produced by epoch 1 through two steps. As demonstrated in the figure, SGraph first modifies the meta bits of the edges mutated in the last epoch, which changes the meta bits of e3 and e4 to 10 (visible in the unclosed snapshot but not in the closed snapshot) and e1 to 01 (visible in the closed snapshot but not in the unclosed snapshot). Then, SGraph can start the index maintaining algorithm because the maintaining threads can now identify the visible edges in the corresponding unclosed snapshot by checking whether the first meta bit is set. This whole maintaining procedure does not need to block the concurrent querying and ingesting, because the querying threads can check the second bit for visibility and the newly ingested edges (e.g., e5) are labeled with 00.

After finishing the index maintaining, SGraph starts epoch 3 by switching the indicating bit once again from the second bit to the first bit, and hence the querying threads can make use of the newly maintained indexes. However, at this time, the first step of index maintenance (for the unclosed snapshot produced by epoch 2) needs to modify the meta bits of the edges mutated in the last two epochs. As a result, the meta bits of e1 are modified to 00 and its space can be recycled later because it will not be used any further; the meta bits of e3 are modified to 11; the meta bits of e4 are first modified to 11 and then to 10 because e4 is added in epoch 1 and deleted in epoch 2 and hence is only visible in the current closed snapshot; the meta bits of e5 are modified to 01 because it is not visible in the current closed snapshot but visible in the current unclosed snapshot; and the meta bits of e2 are modified to 10 as opposite to e5. Again, these modifications of meta bits do not stall the query processing because they can use the first bit to identify the right closed snapshot. The maintenance procedure of the following epochs will be the same as epoch 3.

In conclusion, the meta bits of every edge will be constantly modified four times during its whole life cycle. From 00 to 01/10 to 11 for insertion and from 11 to 01/10 to 00 for deletion (01 or 10 depends on which bit is currently used for indicating the closed snapshot). The whole process does not need to be protected by locks that would stall the query processing. With the carefully storing and manipulating of the meta bits, the producing and accessing of fine-grained snapshots brings very few space and time overhead.

### 3.3 System Implementation

SGraph is implemented in C++ with around 2000 lines of code, using OpenMP for multi-thread processing and OpenMPI for message passing. The underlying graph engine shares many system designs with state-of-the-art graph systems like Gemini [67], KickStarter [56], and RisGraph [18], such as 2-D graph partitioning, computation-communication overlapping, and multi-thread work stealing. Here we focus on introducing the system designs and tradeoffs specific to pairwise query processing on dynamic graphs.

**Hub selection.** To further accelerate the speed of indexes maintaining, SGraph maintains K hubs and tracks the dependency of their pre-processing results simultaneously. The advantages of using more than one hub are twofold: 1) K hubs can derive K upper bounds and 2K lower bounds for each vertex. Thus tighter bounds can be selected to deliver more accurate pruning; 2) although updates between two snapshots may invalidate many of the pre-processing results, the remained ones can still be used to provide upper/lower bounds that can accelerate the maintenance procedure. In SGraph, the K pre-processing results for each vertex are stored together for quick accessing and the updating of these indexes are scheduled in a co-located and coalesced way to reduce the maintaining overhead. Evaluation results show that, on average, maintaining indexes of 16 hubs takes only 3.23x more time than maintaining only a single hub.
If a vertex is not connected to a specific hub, then its corresponding upper bound and lower bound have to be set as inf and 0, respectively. This is a rare case in real-world graphs, since there usually exists a single large WCC/SCC that covers most of the vertices and many small WCC/SCC containing the rest vertices [50]. A recent study [30] shows that the WCC containing the vertex with the maximum degree covers 94.5% or more vertices for all the 15 graphs evaluated in their paper. So, similar to existing works [26], SGraph also intuitively selects K vertices with the highest degree as hubs.

Ad-hoc index calculation. Thanks to SGraph’s efficient index-based pruning, during a query, only a tiny portion of vertices need to be activated in each iteration. However, the cost of calculating the indexes themselves can be \( O(K|V|) \), if the bounds for all vertices are calculated for every query. This is obviously a huge waste when only a small portion of vertices are accessed during a query. To resolve this problem, SGraph proposes ad-hoc index calculation. Specifically, before starting the process, the lower and upper bounds of \( Q(s \rightarrow d) \) are first calculated through iterating all the hubs, which only takes \( O(K) \) time. As we will show later in Section 5.3, SGraph can directly answer certain queries without accessing the graph if this lower bound equals the upper bound, which leads to extremely low latency. Then, during the processing, SGraph co-locate the hub-based index information with the vertex data. The results of both \( Q(h \rightarrow v) \) and \( Q(v \rightarrow h) \) for every hub \( h \) are stored with the vertex data of \( v \). In this case, the upper and lower bounds of \( a \) can be calculated only when this vertex is activated, and hence omit the unnecessary calculation.

Triangle inequality based bi-directional search. Besides pruning, SGraph also proposes a novel triangle inequality based bi-directional search for pairwise query processing. For a query \( Q(s \rightarrow d) \), SGraph alternately computes \( Q(s \rightarrow *) \) and \( Q(*) \rightarrow d \) from forward and backward directions, respectively. SGraph limits the search space by pruning any vertex \( v \) that satisfies \( UB(s \rightarrow v) \odot UB(s \rightarrow d) \) in forward search and pruning any vertex \( v \) that satisfies \( UB(u \rightarrow d) \odot UB(v \rightarrow d) > UB(s \rightarrow d) \) in backward search.

The bi-directional search does not only supplement the pruning conditions introduced in Section 2, e.g., \( UB(s \rightarrow v) \odot LB(v \rightarrow d) > UB(s \rightarrow d) \) in forward search, but also explicitly constraints the search radius in both directions. Intuitively, in an N-dimensional search space, this reduces the search radius by half and the search space by \( 2^{N-1} \) times. As we will show later in Section 5.5, the synergy between bi-directional search and our novel lower bound based pruning technique dramatically boosts SGraph’s query processing speed.

4 EXAMPLE APPLICATIONS

Besides the PPSP problem described in Section 2, we will present example applications in this section to demonstrate the generalizability and simplicity of SGraph’s programming model. All the applications evaluated in this paper and their overridden operators are summarized in Table 1.

### 4.1 Unweighted Graph Queries

Connectivity, Reachability and Breadth First Search (BFS) are three of the most fundamental pairwise queries on unweighted graphs and are used by more complex applications like bi-connectivity [52], higher-order connectivity [6] and graph clustering [44]. Specifically, 1) given an undirected graph, \( \textit{Connectivity}(s \rightarrow d) \) checks whether there exists a path connecting vertex \( s \) and \( d \); 2) \( \textit{Reachability}(s \rightarrow d) \) checks whether there exists a path from vertex \( s \) to \( d \) on a directed graph; and 3) \( \textit{BFS}(s \rightarrow d) \) searches the shortest path from vertex \( s \) to \( d \), assuming that the weight of every edge equals to one.

Connectivity query can also be considered as a pairwise version of the exhaustive Weakly Connected Component (WCC) problem. Due to its importance, many works [16, 23, 24, 53] are dedicated to answering connectivity queries over dynamic graphs. However, most of these works need to dynamically maintain complicated dynamic data structures, such as spanning forests [5, 19, 49], that are not easy to implement in a distributed environment. Even worse, all these works take advantage of the unique commutative property of connectivity query. As a result, even the reachability query, a directed graph version of connectivity, cannot be processed efficiently with the above works. Instead, many separate works [15, 42, 66] are dedicated to the reachability query.

In contrast, with SGraph, both connectivity and reachability queries can be answered very efficiently via the same program. Here we take the reachability query as an example. \( Q(u \rightarrow v) \) could be either \textit{True} or \textit{False}, indicating whether \( v \) is reachable from \( u \). Initially, the source vertex is initialized as \textit{True}, while all other vertices are \textit{False}. During processing, the \textit{True} value is propagated to all reachable vertices from the source. This process can be dramatically accelerated by triangle inequality based pruning:

1. **Upper bound pruning.** If \( h \) is reachable from \( u \) and \( v \) is reachable from \( h \), then \( v \) must be reachable from \( u \), as shown in Figure 5(a).

2. **Lower bound pruning.** If \( h \) can reach \( u \) but cannot reach \( v \), then \( u \) cannot reach \( v \), either. Otherwise, there would be a path from \( h \) to \( v \) via \( u \) (Figure 5(b)). Similarly, if \( h \) is reachable from \( v \) but not reachable from \( u \), then \( u \) cannot reach \( v \) (Figure 5(c)).

The above pruning logic can be automatically derived from the user-defined operators \( a \odot b \), \( a \odot b \) and \( a \odot b \), overridden as \( a \text{ and } b \), \( a \text{ or } b \), and \( a \rightarrow b \), respectively. In these equations, both \( a \) and \( b \) are boolean vertex properties, and \( a \rightarrow b \) denotes the logical implication operator that “if \( a \) is True, then \( b \) must also be True”. Based on them, SGraph generates the upper bound and lower bound

<table>
<thead>
<tr>
<th>Application</th>
<th>( a \odot b )</th>
<th>( a \odot b )</th>
<th>( a \geq b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPSP</td>
<td>( a + b )</td>
<td>( a - b )</td>
<td>( a \geq b )</td>
</tr>
<tr>
<td>BFS</td>
<td>( a \land b )</td>
<td>( a \lor \neg b )</td>
<td>( a \Rightarrow b )</td>
</tr>
<tr>
<td>Reachability Connectivity</td>
<td>( \min(a, b) )</td>
<td>( a &lt; b \land a : \infty )</td>
<td>( a \leq b )</td>
</tr>
<tr>
<td>PPWP</td>
<td>( \max(a, b) )</td>
<td>( a &gt; b \land a : 0 )</td>
<td>( a \geq b )</td>
</tr>
<tr>
<td>Viterbi</td>
<td>( a \times b )</td>
<td>( a \equiv b )</td>
<td>( a \leq b )</td>
</tr>
</tbody>
</table>
Achieving Sub-second Pairwise Query over Evolving Graphs

4.2 Weighted Graph Queries

Besides PPSP, Point-to-Point Widest Path (PPWP) and Point-to-Point Narrowest Path (PPNP) are two important pairwise queries that are widely used in many real-world analysis scenarios. For example, one may want to find the widest or the narrowest route between two cities in traffic planning [7, 41] or a path between two Internet nodes with maximum bandwidth [45]. To detect money laundering, one can model the transaction history as a huge graph and study the PPWP over two suspicious accounts [33, 51]. Similar to connectivity and reachability queries, PPWP and PPNP are also the fundamental kernels and subroutines of many important high-level graph analysis applications, such as the network flow algorithm [58].

Both PPWP and PPNP are defined on weighted graphs, where each edge is associated with a number as its weight. In PPWP, a pairwise query \( Q(s \rightarrow d) \) finds the path from \( s \) to \( d \) that maximizes the minimum-weight edge on the path, i.e., the widest path. As a dual problem of PPWP, in PPNP, \( Q(s \rightarrow d) \) finds the path from \( s \) to \( d \) with the maximum-weight edge on the path to be the minimum among all legal paths, i.e., the narrowest path.

With SGraph, the acceleration of PPWP and PPNP is rather straightforward by overriding the binary operators in triangle inequality. Here we take the PPWP query as an example. \( Q(u \rightarrow v) \) denotes the maximum path width from \( u \) to \( v \). To answer query \( Q(s \rightarrow d) \), SGraph initializes the maximum known width from \( s \) to \( d \) as \( \infty \) and from \( s \) to other vertices as \( 0 \). During processing, these values are gradually increased until convergence. Again, our triangle inequality based pruning can significantly speed up the convergence, as listed below:

1. **Upper bound pruning.** For every path \( u \rightarrow h \rightarrow v \), its width equals the narrower one of \( u \rightarrow h \) and \( h \rightarrow v \) (Figure 6(a)). Thus the widest path from \( u \) to \( v \) must be no narrower than this, which serves as the upper bound pruning in SGraph since the operator \( \geq \) is overridden to \( \leq \).

2. **Lower bound pruning.** If the width of \( h \rightarrow u \) is larger than \( h \rightarrow v \), then \( u \rightarrow v \) must be no wider than \( h \rightarrow u \). Otherwise, \( h \rightarrow u \rightarrow v \) would be wider than \( h \rightarrow v \), contradicting its widest path definition (Figure 6(b)). Similarly, if the width of \( v \rightarrow h \) is larger than \( u \rightarrow h \), then \( u \rightarrow v \) cannot be wider than \( u \rightarrow h \) (Figure 6(c)).

The above pruning logic can be automatically derived by overriding the operators \( a \oplus b \), \( a \circ b \) and \( a \succeq b \) to as \( \min(a, b) \), \( a < b \) ? \( a : \infty \) and \( a \leq b \), respectively. This implies the following pruning semantics:

\[
\begin{align*}
\min(Q(u \rightarrow h), Q(h \rightarrow v)) &\leq Q(u \rightarrow v) \quad \text{(a)} \\
Q(u \rightarrow v) &\leq (Q(h \rightarrow v) < Q(h \rightarrow u) ? Q(h \rightarrow v) : \infty) \quad \text{(b)} \\
Q(u \rightarrow v) &\leq (Q(u \rightarrow h) < Q(u \rightarrow h) ? Q(u \rightarrow h) : \infty) \quad \text{(c)}
\end{align*}
\]

The overridden operators of PPNP are dual to PPWP, as shown in Table 1.

4.3 Machine Learning Queries

In addition to traditional graph analysis applications, recently there are also many data mining and machine learning algorithms modeled and calculated as graph processing problems. One prominent example is the Viterbi algorithm (Viterbi) [34], which is widely used in convolutional code decoding [55], speech recognition [40], bioinformatics [63], etc [9, 14]. Viterbi searches for the most likely state sequence that has the maximum posterior probability, called the Viterbi path. Viterbi is defined on weighted graphs, where the weight of an edge denotes the conditional probability of a state, and the product of edge weight along a path denotes the conditional probability of a sequence of states. A Viterbi query \( Q(s \rightarrow d) \) finds the path from \( s \) to \( d \) with the maximum edge weight product. The pruning of the Viterbi query is similar to the PPSP query. With the operators \( a \oplus b \), \( a \circ b \) and \( a \succeq b \) overridden as \( a \times b \), \( a \div b \) and \( a \leq b \), respectively, SGraph automates the triangle inequality based pruning as:

\[
\begin{align*}
Q(u \rightarrow h) \times Q(h \rightarrow v) &\leq Q(u \rightarrow v) \quad \text{(a)} \\
Q(u \rightarrow v) &\leq (Q(h \rightarrow v) \div Q(h \rightarrow u) \times Q(h \rightarrow v)) \quad \text{(b)} \\
Q(u \rightarrow v) &\leq (Q(u \rightarrow h) \div Q(v \rightarrow h) \times Q(v \rightarrow h)) \quad \text{(c)}
\end{align*}
\]

5 EVALUATION

Our experiments are set up on a 10-node cluster with 24 physical cores and 375GB of memory per machine. The machines are connected through a 200Gbps Infiniband Network.

Table 2 shows the real-world graph datasets used in the evaluation. Twitter-2010 and Friendster are large social network graphs. UK-2007-05 and Gsh-2015-host are large web crawl graphs. The average degree ranges from 52 to 71. Our evaluation is based on a versatile set of seven different applications, namely Shortest Path (PPSP), Breadth First Search (BFS), Reachability, Connectivity,
Wideest Path (PPWP), Narrowest Path (PPNP), and Viterbi Algorithm (Viterbi). All these applications are important pairwise graph queries that 1) not only themselves are widely used; 2) but also the combination of these basic kernels can form many important high-level graph analysis applications such as clustering, classification, and prediction. In the following experiments, SGraph selects K=16 vertices with the highest degree as hubs. We run 1000 different architectural optimizations, SGraph can provide sub-second-level freshness while ingesting millions of updates per second, which is sufficient in most real-world scenarios.

However, as shown by the comparison with Tripoline+, without the lower bound estimation, simply using indexes to estimate tighter upper bounds is still not enough. Tripoline+ can achieve a significant speedup on PPWP and PPNP, where the final result is a significant speedup on PPWP and PPNP, where the final result is a selection instead of an accumulation over the path. In such cases, the error of bound estimation is also not accumulated, and hence the bounds are tighter than in other applications. However, SGraph is still 3−28× times faster than Tripoline+ in such cases. According to the evaluation of these existing systems, without lower bounds, neither 1) altering the search direction; nor 2) adding the upper-bound-only pruning methods, can lead to satisfactory performance. Furthermore, as we will demonstrate in the breakdown analysis later in Section 5.5, without lower bounds, a combination of the above two optimizations still performs several times slower than our final approach.

We also compare SGraph with Neo4j and TuGraph. The latter is reported to be the fastest industry graph database in LDBC SNB [2]. The results show that SGraph is 262−659× faster than TuGraph for PPSP query, 249−378× faster for Viterbi query, and more than

## 5.1 Query Performance

First, we compare the query performance of SGraph with PnP [59], Tripoline [26], Neo4j [3], and TuGraph [4]. PnP is currently, as far as we know, the fastest single-machine pairwise query processing system. It elaborates on the potential and importance of point-to-point queries and inspires our optimizations on SGraph. A comparison with our implementation of distributed PnP can be used to measure the effectiveness of our optimizations. In contrast, Tripoline is designed to use the triangle inequality property to accelerate the process of exhaustive “one-to-all-the-others” single-source queries. For a fair comparison, we extend Tripoline’s upper bound based pruning with the pruning approach of PnP to efficiently answer pairwise queries, which is equivalent to the UB pruning condition introduced in Figure 1. We denote the extended version as Tripoline+.

Since both PnP and Tripoline are not open source, we re-implement their mechanism based on Gemini [67] distributed graph processing framework, the same execution engine of SGraph.

Table 3 gives the average query processing latency for seven applications. As shown in the table, for all the applications other than BFS, SGraph can be much faster than PnP because of the indexes. Different from SGraph, PnP does not require any pre-computation and hence can always compute on the freshest data. However, this benefit also limits its performance when SGraph can take advantage of the maintained pre-computed triangle inequality based indexes.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Graph</th>
<th>PnP</th>
<th>Tripoline+</th>
<th>SGraph</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPSP</td>
<td>TW</td>
<td>365</td>
<td>312</td>
<td>33.6</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>752</td>
<td>757</td>
<td>41.8</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>1471</td>
<td>1656</td>
<td>78.2</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>513</td>
<td>518</td>
<td>30.9</td>
</tr>
<tr>
<td>Viterbi</td>
<td>TW</td>
<td>384</td>
<td>364</td>
<td>35.4</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>725</td>
<td>794</td>
<td>39.9</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>984</td>
<td>1214</td>
<td>106</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>453</td>
<td>471</td>
<td>34.9</td>
</tr>
<tr>
<td>PPWP</td>
<td>TW</td>
<td>235</td>
<td>10.1</td>
<td>2.97</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>533</td>
<td>8.85</td>
<td>0.314</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>1632</td>
<td>225</td>
<td>19.1</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>479</td>
<td>42.5</td>
<td>7.57</td>
</tr>
<tr>
<td>PPNP</td>
<td>TW</td>
<td>234</td>
<td>11.4</td>
<td>3.09</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>533</td>
<td>8.32</td>
<td>0.332</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>1645</td>
<td>124</td>
<td>18.8</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>475</td>
<td>240</td>
<td>7.26</td>
</tr>
<tr>
<td>BFS</td>
<td>TW</td>
<td>22.1</td>
<td>155</td>
<td>16.6</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>41.7</td>
<td>380</td>
<td>25.6</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>114</td>
<td>743</td>
<td>93.7</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>30.3</td>
<td>191</td>
<td>26.1</td>
</tr>
<tr>
<td>Reachability</td>
<td>TW</td>
<td>16.0</td>
<td>7.72</td>
<td>0.642</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>29.0</td>
<td>8.88</td>
<td>0.315</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>109</td>
<td>22.5</td>
<td>3.25</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>22.2</td>
<td>11.3</td>
<td>1.29</td>
</tr>
<tr>
<td>Connectivity</td>
<td>TW</td>
<td>35.8</td>
<td>6.16</td>
<td>0.305</td>
</tr>
<tr>
<td></td>
<td>FS</td>
<td>29.0</td>
<td>8.88</td>
<td>0.315</td>
</tr>
<tr>
<td></td>
<td>UK</td>
<td>94.3</td>
<td>12.3</td>
<td>0.326</td>
</tr>
<tr>
<td></td>
<td>GS</td>
<td>36.4</td>
<td>8.28</td>
<td>0.327</td>
</tr>
</tbody>
</table>

Table 2: Real-world graph datasets.

| Graph            | |V | |E | Type |
|------------------|---|---|---|---|
| Twitter-2010(TW) | [52] | 41.7M | 1.47B | directed |
| Friendster(FS)   | [62] | 65.6M | 1.81B | undirected |
| UK-2007-05(UK)   | [12] | 106M  | 3.74B | directed |
| Gsh-2015-host(GS)| [10] | 68.7M | 1.80B | directed |
three orders of magnitude faster for the other five applications. The speedup over Neo4j is even larger than TuGraph. We omit their results in Table 3 as they are significantly slower than the other three systems.

5.2 Larger Graph Dataset
To evaluate the query performance of SGraph on larger graph datasets, we use UK-2014 [10, 11, 13] as an extension of UK-2007-05. It has similar properties to UK-2007-05, and has 788 million vertices and 47.6 billion edges, which is much larger than UK-2007-05. We use all seven applications to compare the query speedup of SGraph on UK-2007-05 and UK-2014, taking the faster one in PnP and Tripoline+ as a baseline for each application. As shown in figure 8, with the expansion of graph size, the speedup of PPSP/Viterbi/BFS query increases by 2 – 3×, because of SGraph’s capability of fast convergence; the speedup of Connectivity query increases by 5+ times, because SGraph can still answer most queries by accessing only the indexes; and the speedup of the other three applications also increases slightly. The results show that the pruning technique of SGraph works better with larger graph datasets, and thus can deal with massive data in complex real-world scenes.

5.3 Vertex Activation
To further verify the pruning effects of SGraph, We measure the activation ratio of each system and it is less than 1% for SGraph in most applications, which is 20+ times lower than other systems. Although the activation ratios are similar across different queries, the lower bound based pruning is particularly useful for PPWP, PPNP, reachability, and connectivity, resulting in an activation ratio very close to zero. For these queries, the upper bound of $Q(s \rightarrow d)$ is only slightly larger or even equal to the lower bound of $Q(s \rightarrow d)$, which is the key reason for the effectiveness of the lower bound. Even further, it is possible that $UB(s \rightarrow d)$ is equal to $LB(s \rightarrow d)$ in many cases, where the answer can be determined without visiting the graph (i.e., zero vertex activation). As for BFS, the pruning effects of upper/lower bounds are not that significant compared to the usage of bi-directional search. This is because that UK-2007-05 is a power graph that has a small diameter and many high-degree power vertices.

5.4 Update Performance
As described in Section 3.1, in order to maintain the lower and upper bounds over evolving graphs, we adopt a hub-based incremental processing technique. In this section, we evaluate the index maintain performance, which also shows the maximum throughput of graph updates SGraph can ingest. In our experiments, 70% of the edges are loaded as the initial graph, then randomly selected updates are streamed in batches. The batch size is set as 0.01M,
Table 4: Time (s) to maintain the indexes for each batch.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Batch Size</th>
<th>TW</th>
<th>FS</th>
<th>UK</th>
<th>GS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PPSP</td>
<td>0.01M</td>
<td>0.32</td>
<td>0.27</td>
<td>0.78</td>
<td>0.46</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.45</td>
<td>0.31</td>
<td>1.22</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>1.39</td>
<td>0.84</td>
<td>2.66</td>
<td>2.06</td>
</tr>
<tr>
<td>Viterbi</td>
<td>0.01M</td>
<td>0.32</td>
<td>0.23</td>
<td>0.80</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.46</td>
<td>0.30</td>
<td>0.93</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>1.42</td>
<td>0.82</td>
<td>2.24</td>
<td>1.82</td>
</tr>
<tr>
<td>PPWP</td>
<td>0.01M</td>
<td>0.32</td>
<td>0.24</td>
<td>0.80</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.47</td>
<td>0.42</td>
<td>1.35</td>
<td>0.96</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>1.89</td>
<td>1.56</td>
<td>3.82</td>
<td>4.10</td>
</tr>
<tr>
<td>PPNP</td>
<td>0.01M</td>
<td>0.36</td>
<td>0.26</td>
<td>0.78</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.49</td>
<td>0.40</td>
<td>1.33</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>1.96</td>
<td>1.60</td>
<td>3.70</td>
<td>3.96</td>
</tr>
<tr>
<td>BFS</td>
<td>0.01M</td>
<td>0.34</td>
<td>0.20</td>
<td>0.65</td>
<td>0.43</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.41</td>
<td>0.28</td>
<td>0.95</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>1.22</td>
<td>0.68</td>
<td>2.22</td>
<td>1.43</td>
</tr>
<tr>
<td>Reachability</td>
<td>0.01M</td>
<td>0.36</td>
<td>0.22</td>
<td>0.76</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.66</td>
<td>0.41</td>
<td>1.38</td>
<td>0.81</td>
</tr>
<tr>
<td>Connectivity</td>
<td>0.01M</td>
<td>0.16</td>
<td>0.20</td>
<td>0.33</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>0.1M</td>
<td>0.17</td>
<td>0.22</td>
<td>0.35</td>
<td>0.23</td>
</tr>
<tr>
<td></td>
<td>1M</td>
<td>0.30</td>
<td>0.41</td>
<td>0.54</td>
<td>0.45</td>
</tr>
</tbody>
</table>

0.1M, and 1M, respectively. Each batch has 50% additions and 50% deletions. Table 4 shows the average time cost of maintaining the indexes for each batch in SGraph. With the increase of the batch size, the per-batch processing time grows sub-linearly, i.e., the average time of each update decreases. This is because the indexes invalidated by different updates overlap greatly.

Thanks to SGraph’s decoupled architecture, the updates will not block queries, but only affect the freshness of query results. As we can see from Table 4, SGraph is able to provide sub-second level freshness while ingesting millions of updates per second for simple queries, and constrain the freshness within several seconds for the other complicated queries.

We also compare our storage format that enables SGraph’s snapshot based decoupled architecture with GraphOne [31]. In our experiments, we use the same lower and upper bound based algorithm to process PPSP queries on Twitter-2010, but replace the storage format with GraphOne’s hybrid design. The combined version is denoted as GraphOne+S. As we can see from Figure 9(a), with the increase of the number of buffered mutations in the shared edge logs, GraphOne+S can also ingest millions of updates per second. However, as shown in Figure 9(b), the query performance of GraphOne+S continuously decreases when the size of the edge log increases. This is because, in order to enable fine-grained snapshots in GraphOne+S, when answer a query, the system needs to scan the whole edge log once for each iteration to combine the graph mutations in the logs with the adjacency list. Since the vertex activation ratio is very low in SGraph, such repetitive scan leads to non-negligible unnecessary costs. Note that this does not mean that our method can lead to a better general-purpose dynamic graph storage format. It is specially designed for our decoupled architecture that the maximum ingesting rate is bounded by the speed of maintaining the indexes and only two rolling snapshots are needed.

5.5 Breakdown

We analyze the performance impact of the three main pruning methods in SGraph, i.e., UB for upper bound based pruning, LB for lower bound based pruning, and BS for bi-directional search. Table 5 reports the result of the breakdown test, taking PPSP as an example. Each entry is the average speedup over the baseline, which does not apply the above pruning methods and hence degenerates into a straightforward algorithm. As expected, the speedup of applying UB only is relatively low, since upper bound based pruning techniques can only prune the vertices with an upper bound larger than the known upper bound of the queried destination vertex. For BS and LB, the effect of BS differs a lot on different graphs. It accelerates the query significantly on Friendster, which is the only undirected graph, but has a smaller benefit on directed graphs. On the other hand, LB provides more stable accelerations. More importantly, it is really interesting to see that the synergy among all these three optimizations is the key reason for our significant speedup. Applying UB only with LB or only with BS will be several times slower than the final results, as the lower bounds can take effect in both directions and hence largely reduce the search space, leading to a combinatorial effect.

Table 5: PPSP speedups with different pruning methods.

<table>
<thead>
<tr>
<th>Graph</th>
<th>UB</th>
<th>UB+BS</th>
<th>UB+LB</th>
<th>UB+BS+LB</th>
</tr>
</thead>
<tbody>
<tr>
<td>TW</td>
<td>1.43×</td>
<td>3.28×</td>
<td>5.89×</td>
<td>20.7×</td>
</tr>
<tr>
<td>FS</td>
<td>1.66×</td>
<td>18.1×</td>
<td>4.12×</td>
<td>30.2×</td>
</tr>
<tr>
<td>UK</td>
<td>1.92×</td>
<td>2.11×</td>
<td>3.97×</td>
<td>34.8×</td>
</tr>
<tr>
<td>GS</td>
<td>2.04×</td>
<td>2.79×</td>
<td>4.79×</td>
<td>35.7×</td>
</tr>
</tbody>
</table>

5.6 Scalability

Finally, we evaluate the inter-node scalability of SGraph using PPSP, since it is one of the most time-consuming applications and thus
will benefit significantly from scalability. We process PPSP queries with 1, 2, 4, and 8 nodes on different graphs, respectively. Results show that SGraph with an 8-node cluster is about 4 – 6x times faster than with a single machine, which demonstrates the good scalability of SGraph. For benchmarks where only a tiny portion of vertices will be activated (e.g., reachability), adding more nodes can also help hold larger graphs and speed up the ingestion.

6 RELATED WORKS
6.1 Dynamic Graphs
Evolving graphs have attracted a lot of attention in recent years [8]. Many systems have been proposed to provide timely responses to online analytic graph queries via incremental algorithms. For example, Tornado [46] observes that many analytic graph problems are solved by starting with an initial guess and repeatedly refining the solution. Loops starting from good initial guesses usually converge faster. Differential Dataflow [39] records the whole trajectory of past iterative processing procedures instead of only the former results. It is a generalized approach that extends incremental processing to iterative applications, not only iterative graph processing.

A common assumption of the former works is that the intermediate value of a previous version is indeed closer to the actual result than the initial value, even when the graph mutates. However, Vora et al. [56] found that this implicit assumption does not hold if the graph mutations include edge deletions. In such cases, the graph mutations may break the monotonicity of graph applications and invalidate the intermediate values being maintained. To resolve this problem, systems like KickStarter [56] and GraphBolt [37] carefully track dependencies between vertex values (that are being computed) and edge modifications. By recording these dependencies, they can efficiently identify values that are (directly or transitively) impacted by edge deletions and incrementally adjust those values before they are fed to the subsequent computation. A recent work RisGraph [18] also applies KickStarter’s approach for incremental computation to its design based on concurrent ingestion of fine-grained updates and queries.

Comparison. While the details for achieving incremental changes vary across systems, according to our investigation, they all record a certain kind of intermediate results that help them converge faster or exclude part of the graph from re-computation. Moreover, the space complexity of such intermediate results is at least $O(|V|^2)$ for each specific query. Since these intermediate results cannot be reused if the query is changed, it is unacceptable to extend these methods naively to support dynamic queries.

A recent work Tripoline [26] tries to avoid this problem by using a hub-based approach and triangle inequality, which is similar to our work. However, as compared in Section 5.1, the lack of the lower bound estimation makes Tripoline several orders of magnitude slower than our system. Moreover, Tripoline only supports insertion-only graph mutations (i.e., no edge deletion) and is not optimized for pairwise query (cannot avoid the exhaustive nature inherited in the graph application).

6.2 Pairwise Queries
Recently, the unique property of pairwise queries has attracted interest from many researchers. For example, Hub² [27] proposes a specialized accelerator for PPSP queries that uses high degree vertices as hubs to accelerate the PPSP queries. To implement this algorithm in a distributed environment, Quege [65] allows users to construct distributed graph indexes at graph loading. However, Quege simply allows users to write arbitrary code for constructing static indexes at the beginning. All the cumbersome indexes building logic needs to be implemented by the users themselves. And it does not support dynamic graphs, once the graph is updated, the stored index may no longer be correct. There are also many theoretical efforts [21, 38] on accelerating dynamic pairwise graph queries via constructing and maintaining indexes structure like graph synopses and sketches. To the best of our knowledge, these algorithms cannot be implemented straightforwardly in existing distributed graph processing systems. PnP [59] is a recent single-machine system that specializes in processing pairwise queries. It proposes a generalized pruning technique that is applicable for many different kinds of workloads but also not based on lower bounds.

Comparison. As discussed above, many important kinds of dynamic graph queries have been supported in a static graph scenario, but the indexes needed by these algorithms are too complicated to be efficiently maintained when the graph mutates. Since all these algorithms are designed case by case for a certain kind of application, it is also hard to summarize a generalized form of building such indexes for a wide range of graph applications. More importantly, although some efforts have been made to propose a generalized framework for processing pairwise queries, they are based only on upper bounds.

7 CONCLUSION
In this paper, we present the design, implementation, and evaluation results of SGraph. Based on our novel lower bound based pruning technique, SGraph can ingest millions of updates per second and simultaneously answer pairwise queries with a latency that is several orders of magnitude smaller than state-of-the-art systems. Moreover, SGraph proposes a higher-level abstraction that can hide both system implementation and algorithm logic of pruning technique from users. Users only need to specify the properties of the application, typically in only one line of code. Then, SGraph will automatically deduce all the logic for prior knowledge generation and maintenance, as well as pruning for the query.
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