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ABSTRACT
Out-of-core random walk system has recently attracted a lot of
attention as an economical way to run billions of walkers over
large graphs. However, existing out-of-core random walk systems
are all built upon general out-of-core graph processing frameworks,
and hence do not take advantage of the unique properties of ran-
dom walk applications. Different from traditional graph analysis
algorithms, the sampling process of random walk can be decoupled
from the processing of the walkers. It enables the system to re-
serve only pre-sample results in memory, which are typically much
smaller than the entire edge set. Moreover, in random walk, it is not
the number of walkers but the number of steps moved per second
that dominates the overall performance. Thus, with independent
walkers, there is no need to process all the walkers simultaneously.

In this paper, we present NosWalker, an out-of-core random
walk system that replaces the graph oriented scheduling with a
decoupled system architecture that provides walker oriented sched-
uling. NosWalker is able to adaptively generate walkers and flexibly
adjust the distribution of reserved pre-sample results in memory.
Instead of processing all the walkers at once, NosWalker only tries
its best to keep a few walkers able to continuously move forward.
Experimental results show that NosWalker can achieve up to two
orders of magnitude speedup compared to state-of-the-art out-of-
core random walk systems. In particular, NosWalker demonstrates
superior performance when the memory capacity can only hold
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about 10%-50% of the graph data, which can be a common case
when the user needs to run billions of walkers over large graphs.
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1 INTRODUCTION
Randomwalk is one of the most important building blocks for graph
analysis algorithms [10, 16, 20–22, 27, 56, 62, 63, 74]. It serves as
a foundation for many applications, such as DeepWalk [53] and
node2vec [31] for node embedding, RandomWalk Domination [44],
Graphlet Concentration [54, 55] and Network Community Profil-
ing [26] for graph mining, and so on. Nevertheless, as the size of
graphs increases rapidly, large graphs with billions of edges are
now widely used in industry [19, 69, 76], and their size can be
several terabytes, exceeding the memory capacity of a single ma-
chine. As the price of memory remains relatively high, it is still
expensive to build a distributed cluster that can hold all the data in
memory. In contrast, the price of SSDs has fallen substantially in
recent years, and their read bandwidth has increased to gigabytes
per second. This makes it attractive to build out-of-core random
walk processing systems that iteratively load only a necessary part
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Figure 1: Memory layout of existing out-of-core graph analy-
sis systems v.s. NosWalker.

of the graph into memory for the current analysis epoch, which
democratizes large-scale graph analysis. Recent out-of-core ran-
dom walk systems [39, 68] have already achieved substantial im-
provements in reducing random I/O and increasing I/O utilization.
However, according to our investigation, these existing systems are
all built upon general out-of-core graph processing frameworks,
and hence cannot take advantage of many unique properties of
random walk applications. We advocate a specialized architecture
design to substantially accelerate the processing speed, especially
when the memory capacity can only hold about 10%-50% of graph
data.

Specifically, memory is undoubtedly the most precious resource
in an out-of-core processing system. Thus, it is of great importance
to study how existing systems use their memory, and whether
it is suitable for their workloads. According to our investigation,
the memory layout of all the existing out-of-core graph processing
systems [12, 17, 18, 33, 36, 40, 45, 57, 60, 65, 77, 81, 83] (including ex-
isting out-of-core random walk systems [39, 42, 68]) can be viewed
as a block-centric design that provides graph oriented schedul-
ing as depicted in Figure 1(a). The reason for this design is that
the execution and I/O patterns of most traditional graph analysis
applications [28, 51, 58, 82] can be reduced into Generalized Sparse
Matrix-Vector Multiplication (GSpMV) algorithms [13, 24, 75]. Thus,
the focus of existing out-of-core processing systems is how to im-
prove the read bandwidth of graph data. They carefully organize
the graph data on disk so that they can load a block of edge data
(a 1D [33, 36, 45, 57, 81] or 2D [12, 17, 18, 45, 65, 83] or a sliding
window [40, 60] partition of the graph) in a small set of sequential
disk reads using the memory layout shown in Figure 1(a). Almost
directly determined by this scheduling mechanism and memory
layout, the computation of these existing systems is partitioned
into several disjoint epochs. In each epoch, the system is required
to access only the data contained in the current block and the
corresponding properties.

Although it is natural for traditional graph analysis algorithms,
we find that this graph oriented scheduling is not optimal for ran-
dom walk applications. For traditional graph analysis tasks, the
computation states are statically attached to each vertex, where
the graph oriented scheduling is appropriate. In contrast, for ran-
dom walk applications, the walker states are dynamically attached
to vertices. If multiple walkers currently reside on the same ver-
tex, its vertex data will contain multiple walker states. Thus, the
computation states of the random walk application are unevenly
distributed among the vertices. Even worse, the walkers may jump
to other vertices after each step, leading to dynamic and uneven
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Figure 2: (a) Comparing the average edges read per step. (b)
Comparing the average number of steps per second.

distribution by the computation. In this case, a pre-defined 1D/2D
graph partition and the corresponding graph oriented scheduling
frequently mismatches with the hot region of the walkers, and the
processing would frequently stall due to waiting for the graph data
to be loaded. This harms the performance.

The state-of-the-art out-of-core random walk system Graph-
Walker [68] also observes this problem and tries to mitigate it via
(1) prioritizing the loading order of blocks so that blocks with more
walkers (the hotter blocks) are loaded earlier, and (2) taking advan-
tage of CLIP [12]’s re-entry method to allow walkers to jump more
than one step in each epoch. However, since the current block is
only a small part of the large graph, the walkers tend to jump out
of it after moving forward. Even though GraphWalker tries to load
the current hottest block into memory, this block will cool down
very quickly after a few steps, so the system will soon have to
wait for another disk I/O to refill the memory. In other words, more
disk loading is needed to move the walkers forward. As we will
discuss later in §5.1, this “cool down” process also greatly reduces
the effectiveness of existing "dynamic" graph partition techniques.
To demonstrate this problem, we measure the “average edges read
per step” metric for two out-of-core randomwalker systems, Graph-
Walker and DrunkardMob [39, 68]. The metric is the average num-
ber of loaded edges that walkers are moved forward for each step.
In graph oriented scheduling system, this metric can be computed
by counting the total number of loaded edges divided by the to-
tal number of steps moved. As we can see from Figure 2(a), these
existing systems require much more edges to be loaded per step
than NosWalker, which leads to the significant performance gap in
Figure 2(b). This gap hurts the performance of the existing systems
even further when the graph has edge properties.

To improve the performance of random walk applications, we
exploit two unique properties that distinguish random walk from
traditional graph analysis algorithms. These properties enlighten
us to concentrate on walkers rather than the graph, leading to a
walker oriented scheduling. Property (a) the sampling process of
random walk is related to only edge data. Thus, the processing of
sampling can be decoupled from the processing of walkers, which
are only related to vertices. After reading a complete outgoing edge
set of a vertex, the system can use pre-sampling technique [72]
to compute multiple sampling results and store them for future
use. The key advantage of this pre-sampling technique is that the
sampled results can be viewed as a succinct representation of the
original edge data whose size are largely reduced. Property (b)
the walkers are independent from each other. It means that there
is no need to coordinate the pace among different walkers.
The real critical performance metric is the step throughput, i.e.
the number of steps moved per second, rather than the number of
walkers moved per second. In other words, instead of caring about
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all the walkers, we just need to continuously make sure that there is
a small set of walkers (no need to be much larger than the number
of threads) that can be moved forward.

Based on the above two properties, we design a specialized decou-
pled memory layout (Figure 1(b)) for NosWalker, which provides
walker oriented scheduling. It gives the systemmore flexibility to re-
serve needed data in memory. The design of this novel architecture
is based on the decomposability of random walk, and is therefore
walker oriented. As we can see from Figure 1, instead of the cached
block region, a pre-sample result pool is located in the center of
the memory layout. Taking advantage of Property (a), this design
decouples the disk loading part and the walker processing part of
our system. The disk loading part reads the graph data and fills
the pre-sample results into this pool. The walker processing part
can keep moving as long as there are enough results in the pool. A
key benefit of this decoupled layout is that the system can flexibly
adjust the distribution of reserved sampling results in the pool as
opposed to being constrained in the currently loaded block. Thus,
with a careful pre-sampling strategy, the distribution of reserved
samples can represent our prediction of not only the current, but
also the future hot regions of the entire graph. To achieve this goal,
once a block is loaded from disk, if the system forecasts that other
walkers may jump into this block soon, edges more than currently
needed will be sampled from the block, the surplus sampled edges
will be reserved in the pool.

The walker management of NosWalker is also very different
from existing systems. Based on Property (b), we keep only a small
number of walkers in memory and never spill them out to disk, so
that the moving walkers never get stall due to swapping between
memory and disk. This management is possible for random walk
applications because, since all these walkers are independent of
each other, we can simply generate new walkers after old walkers
terminate. We also propose several implementation optimizations,
such as adaptive granularity of disk I/O and long-tail mitigation
described in §3.3.

We evaluate NosWalker on several real-world and synthetic
graph datasets with up to more than one hundred billion edges
and a set of representative real-world random walk applications.
According to our evaluation, NosWalker achieves up to two orders
of magnitude speedup compared to GraphWalker [68], Drunkard-
mob [39], and GraSorw [42] which are state-of-the-art out-of-core
randomwalk systems. We use different settings, such as the number
of walkers, the length of walkers, the memory budget, the num-
ber of SSDs, and the sensitivity to the graph structure to demon-
strate the impact and analyze the reason for our optimizations. We
also compare with two state-of-the-art in-memory random walk
systems [61, 73], which shows that NosWalker’s performance is
comparable to parallel in-memory processing in several realistic
settings.

2 BACKGROUND AND MOTIVATION
In this section, we first present some background on random walk
processing. Then, using a thorough example (Figure 3), we introduce
the state-of-the-art out-of-core random walk systems and their
limitations, which motivate our novel system.

2.1 RandomWalk
Random walk is a stochastic process consisting of a succession
of random steps on the graph [7]. Each “walker” starts from a
given vertex and executes a random step by 1) randomly sampling
an edge from the outgoing edges of the currently located vertex;
and then 2) moving the walker to the destination of the sampled
edge. The termination condition of the walker is determined by the
requirements of the specific application.

As one of the most important building blocks of graph analysis
applications, random walk typically serves as an upstream task of
the entire application pipeline. The task is to extract a large number
of random sequences from the same graph. These extracted random
sequences are considered a good representation of the relationships
between entities in the graph. Then, these sequences are fed to
the downstream learning task of the pipeline to compute gradients
and update models (e.g., a graph embedding model) [31, 53]. The
exact number of sequences depends on the convergence speed of
the downstream learning task, but 106 (for a median-size graph) to
109 (for a large graph) is typically sufficient and has been used by
existing works [39, 42, 68, 73].

More importantly, according to recent investigations, the random
walk process usually dominates the cost of the whole application
pipeline, such as Random Walk Domination [44], Graphlet Concen-
tration [54, 55] and Network Community Profiling [26], etc. Many
studies [6, 73, 80] have also observed that the cost of extracting the
random sequences accounts for even more than 90% of the whole
execution time in node embedding applications [31, 53]. Therefore,
all the existing random walk systems [39, 42, 61, 68, 72, 73] focus on
improving the performance of executing a large number of walkers.

2.2 Out-of-Core RandomWalk System
With the price of SSD dropping, out-of-core processing has recently
become more and more attractive. According to our investigation,
the current prices of memory and NVMe SSD are about 9.9$/GB [8]
and 0.13$/GB [9] respectively. Thus, if the size of the required
memory can be reduced to only 10% of a graph, the storage cost can
be reduced by 9.9/(0.99 + 0.13) = 8.8×. This calculation does not
even include the additional cost of machines, high-speed networks,
and management of a cluster when the graph size exceeds the
memory capacity of a single machine. As a result, many systems [12,
18, 18, 33, 40, 45, 47, 57, 65, 66, 77, 77, 81, 83] have been proposed to
make it practical and economical to analyze large graphs on a single
machine, which is particularly valuable in terms of democratizing
big data analysis.

Following this trend, DrunkardMob [39] proposes the first out-
of-core randomwalk system that allows users to simulate billions of
random walkers on large graphs. Its implementation is based on an
existing graph oriented out-of-core system GraphChi [40], so that
the edge data can be streamed from disk in a few sequential disk I/Os
for each iteration. In contrast, the walker states (contained in the
vertex data) are all held in memory. In each iteration, DrunkardMob
loads a subgraph from the disk into memory and moves all walkers
residing in that subgraph one step forward.

Figure 3(a) depicts a sample graph that is partitioned into two
subgraphs/blocks, where 𝑣0 ∼ 𝑣2 and all their outgoing edges be-
long to block A and the others in block B. Without loss of generality,
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we will use an application with four walkers to demonstrate the
process of random walk, and each walker will terminate after five
steps. As we can see from Figure 3(b), DrunkardMob first randomly
initializes all the walkers (states) in memory. Then, for each com-
putation epoch, it sequentially loads a subgraph into memory and
moves each movable walker for one step. So DrunkardMob first
loads block A. Since only walker𝑤2 locates on a vertex in block A,
DrunkardMob samples an destination vertex (𝑣2 in our example)
from the six outgoing edges (𝑣0 → 𝑣0, 𝑣1, 𝑣2, 𝑣3, 𝑣4, 𝑣5, 𝑣6) of 𝑣0 and
then moves 𝑤2 to 𝑣2. In the next epoch, DrunkardMob loads the
next block (block B) and moves all the walkers in that block for one
step – moves𝑤0,𝑤1 and𝑤3 to 𝑣0, 𝑣6 and 𝑣2 respectively. Drunkard-
Mob then iterates over these two types of epochs (loading block A
or B) and ends after all the walkers have been moved for five steps.
DrunkardMob finishes all its work after 7 epochs and loads a total
of 91 edges in our example.

2.3 Existing Optimizations
To further improve the I/O efficiency of existing out-of-core graph
analysis frameworks, DynamicShards [66] attempts to dynamically
adjust graph blocks to reduce the loading of useless data in each
iteration. DynamicShards still follows the old graph oriented sched-
uling and block-centric design so that, even if there is only one
active walker in the block, it still needs to load the entire block into
memory.

As far as we know, GraphWalker, which is also built on GraphChi,
is the current state-of-the-art out-of-core random walk system. To
solve the I/O efficiency problem of iteration-based synchronized
execution, GraphWalker introduces state-aware I/O model and
asynchronous walker updating. In GraphWalker, the blocks with
the maximum walkers can be loaded first, and walkers can move
as many steps as possible on the block under processing. As shown
in Figure 3(c), GraphWalker loads block B before block A because
the former has more walkers. Moreover, rather than move every
walker for only one step in each epoch, GraphWalker moves it as
much as possible until it goes out of the current block. For example,
GraphWalker first moves𝑤1 to 𝑣6, which is still in block B. Thus,
GraphWalker can move it one more step to 𝑣0. In this way, the I/O
efficiency is greatly improved, so as the walk performance — more
than an order of magnitude speedup can be achieved over Drunk-
ardMob. As we can see from Figure 3(c), GraphWalker finishes the
work in only 5 epochs with a total of 65 edges loaded.

Nevertheless, according to our investigation, the optimizations
made by GraphWalker are still not enough. The main reason is
that, even though GraphWalker tries to load the current hottest
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block into memory, this block will cool down very quickly after a
few steps since the current block is only a small part of the large
graph. As we can see in Figure 3(c), in the toy graph, the walkers
are moved out of the block in less than 2 steps on average in each
epoch. This cooling phenomenon will become more apparent on
real-world graphs. In our evaluation, only about 3% of the walkers
remain in the currently processed block after one step when the
graph is partitioned into 33 blocks.

We also measure the proportion of data accessed in each epoch
of GraphWalker, which is an indirect indicator of I/O utilization
(only edge data I/O, not including vertex data I/O). It is calculated by
dividing the size of the data actually accessed (for moving walkers)
in disk page granularity by the total size of that block. As we can
see in Figure 4, even though GraphWalker uses a priority-based
scheduler, the proportion of data accessed is still not high, espe-
cially when the number of walkers decreases after several epochs.
This long tail problem reduces the efficiency of GraphWalker and
cannot be solved simply by loading the block containing straggler
walkers first. It is caused by the contradiction between the sparsity
of walkers and the inflexibility of graph data blocks.

2.4 Unique Properties of RandomWalk
As mentioned in §1, we observed that there are two unique prop-
erties in random walk applications that lead to the opportunity of
a walker oriented scheduling. In this section, we will describe our
motivation by using several evaluation results that demonstrate the
potential effectiveness of these two properties. When used properly,
they can substantially reduce the disk I/O for edge data and vertex
data (walker states), respectively. However, as we will discuss later
in this section, existing systems, such as DrunkardMob [39] and
GraphWalker [68], cannot directly take advantage of these opti-
mizations because they are built upon general out-of-core graph
analysis frameworks, and thus inherit many of their basic designs.
An architectural change is desired to build a specialized out-of-core
random walk system.

2.4.1 Pre-Sampling Edges. For the edge data, as discussed above,
we found that there is a huge gap between the size of the loaded
data and the actually accessed data in random walk applications.
This gap is rooted in the sampling mechanism of random walk
applications, and can be mitigated by the pre-sampling mechanism
demonstrated in Figure 5(a). In traditional systems, for each step
on a vertex, which may have an arbitrarily large number of edges,
the walker samples only one edge from the entire outgoing edge
set. Thus, the actually accessed data (only one destination vertex) is
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much smaller than the loaded data (6 edges in our example). How-
ever, understanding this mechanism also opens up an opportunity
of reducing the gap. Specifically, after reading a complete outgoing
edge set of a vertex, the system can use pre-sampling technique to
compute multiple numbers of sampling results and store them in
memory for future use. As demonstrated in Figure 3(a), the system
samples three destination vertices and uses only one of them to
move the current walker𝑤2 from 𝑣0 to 𝑣2. The other 2 destination
vertices (𝑣3 and 𝑣4) can be reserved for future use. The key advan-
tage of the pre-sampling technique is that the sampled results can
be viewed as a succinct representation of the original edge data
whose size is largely reduced (2 reserved sample results V.S. 6 edges
in our example). Thus, it is possible that by holding the same size
of data in memory, a better system can move the walkers for much
more steps than existing systems. How we take advantage of these
reserved samples by designing a novel decoupled architecture will
be described in §3.

2.4.2 Dynamic GeneratedWalkers. Different from traditional graph
analysis algorithms, the size of vertex data (walker states) in ran-
dom walk is proportional to the number of walkers, not the number
of vertices. As a result, the cost of loading and evicting/saving
vertex data can be very large if the users need to run billions of
walkers. This is why DrunkardMob tries to manage all the walkers
in memory. But, even though it designs a compact data structure
to represent walker states, DrunkardMob’s scalability is limited
by memory capacity. In contrast, GraphWalker uses a small fixed-
length walker buffer to record the walker states, which is swapped
out when necessary. We evaluate the overhead of this swapping in
GraphWalker. The results show that it contributes up to more than
60% of the total disk I/O cost. However, although the number of
walkers can be very large, these walkers are actually independent
of each other. There is no need to coordinate the pace between
different walkers. Since GraphWalker is still based on GraphChi, it
inherits the classical architecture of first generating all the vertex
data (walker states) and updating them accordingly. In contrast,
we found that we only need to keep a part of the walkers in mem-
ory and never spill them out to disk. These walkers never stall
due to swapping their states between memory and disk, and we
can simply generate new walkers after old walkers terminate. This
mechanism, if it is possible, will reduce the cost of loading and
writing vertex/walker data directly to zero.

3 DESIGN OF NOSWALKER
To take advantage of the above two properties, NosWalker pro-
poses a novel decoupled architecture that enables walker oriented
scheduling. In this section, we first introduce the architecture and
workflow of NosWalker, which is designed based on the key idea
of keeping walkers always moving. In other words, besides try-
ing to load more and faster graph data, NosWalker tries its best
to make sure that there are always enough data in memory to
move a few walkers forward. Then, we present the programming
model of NosWalker and demonstrate with two examples how it
can be used to implement real-world random walk applications.
Finally, we present some optimization details that further improve
the performance.

Algorithm 1:Workflow of NosWalker.
1 Function BackgroundBlockLoad():
2 𝑏 ← 𝐴𝑙𝑙𝐵𝑙𝑜𝑐𝑘𝑠 .Unloaded().MaxNumWalker();
3 𝐵𝑙𝑜𝑐𝑘𝐵𝑢𝑓 𝑓 𝑒𝑟 .Insert(LoadBlock(𝑏));
4 Function Processing():
5 𝑛 ← 0
6 while 𝑛 < 𝑇𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑊𝑎𝑙𝑘𝑒𝑟 or not𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Empty() do
7 While 𝑛 < 𝑇𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑊𝑎𝑙𝑘𝑒𝑟 and not𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Full() do
8 𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Insert(GenerateWalker(𝑛++));
9 foreach 𝑏𝑙𝑜𝑐𝑘 in 𝐵𝑙𝑜𝑐𝑘𝐵𝑢𝑓 𝑓 𝑒𝑟 do

10 PreSample(𝑏𝑙𝑜𝑐𝑘);
11 If exists walkers that can be moved then
12 MoveWalkers(𝑊𝑎𝑙𝑘𝑒𝑟𝑠);
13 FunctionMoveWalkers(Walker 𝑤𝑎𝑙𝑘𝑒𝑟𝑠 [ ]) :
14 foreach 𝑤 in 𝑤𝑎𝑙𝑘𝑒𝑟𝑠 do
15 If 𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 [𝑤.𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛] .Empty() then continue;
16 If not Active(𝑤) then 𝑤𝑎𝑙𝑘𝑒𝑟𝑠.Remove(𝑤);
17 If Action(𝑤, 𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 [𝑤.𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛] .Top()) then
18 𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 [𝑤.𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛] .Pop();
19 Function PreSample(Block 𝑏𝑙𝑜𝑐𝑘) :
20 foreach 𝑣 in 𝑏𝑙𝑜𝑐𝑘.𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 do
21 While not 𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 [𝑣.𝑖𝑑 ] .Full() do
22 𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 [𝑣.𝑖𝑑 ] .Insert(Sample(𝑣));

3.1 Architecture and Workflow
Figure 6 depicts the decoupled architecture of NosWalker. The cor-
responding high-level workflow is presented in Algorithm 1. As
we can see, there are two parts of the architecture that are decou-
pled by the pre-sampled edge buffers (𝑃𝐸𝑏𝑢𝑓 𝑓 𝑒𝑟 in Algorithm 1),
which is the center of our new architecture. In NosWalker, the
system allocates only a small number of block buffers to support
uninterrupted graph loading via a background I/O thread (lines 1-3
in Algorithm 1). The rest part of the memory is allocated for the
walker pools and the pre-sampled edge buffers.

The workflow of the walker processing threads is presented
in the Processing() function. Instead of generating all the walkers
at once, NosWalker continuously generates new walkers without
exceeding the memory limit (line 7). It ensures that there is no
need of walker states swapping. Moreover, rather than caching
the outgoing edges, NosWalker pre-samples the edge block (lines
9-10) and reserves only the pre-sampled results in memory (lines
19-22). As a result, the system can keep the walkers moving by
using the pre-sampled edges (lines 17-18) even if the blocks are
evicted. The key advantage of this mechanism is two fold: 1) the
size of the pre-sampled edges is much smaller than the original
outgoing edge set of the vertex; 2) the distribution of the buffered
pre-sample results is not limited by the block partitioning.

A detailed example is demonstrated in Figure 5(b), which pro-
cesses the same randomwalk task as Figure 3. NosWalker partitions
the graph into smaller blocks than GraphWalker. In this example,
this mechanism is demonstrated by loading one vertex per epoch.
After loading all the edges of 𝑣0, NosWalker extracts three samples
from them and only one is used to move 𝑤2 to 𝑣2. In the second
epoch, NosWalker loads all the edges of 𝑣4 and, similarly, extracts
three samples from them and uses one to move 𝑤0. At this time,
after moving𝑤0 to 𝑣0, we find that although the edges of 𝑣0 have
been evicted from the memory, there are still two pre-sample results
reserved in the pre-sample buffer. Thus, the pre-sample is used to
move 𝑤0 further to 𝑣3. The following steps are also depicted in
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the figure. The leftmost part of the figure is the currently loaded
vertex and its all outgoing edges, which will be discarded soon after
pre-sampling. The center yellow part demonstrates the reserved
pre-sample results. An outstanding example is the second step of
𝑤1. After moving it to 𝑣0, the system successively moves it for three
steps by using only the reserved pre-samples, without the need to
load any edge data. In summary, NosWalker loads only 32 edges in
total to finish the same task shown in Figure 3.

3.2 Programming Model

Algorithm 2:Weighted random walk example.
1 Function GenerateWalker(Int 𝑛) : Walker
2 returnWalker{index: n, location: n, step: 0};
3 Function Sample(Vertex 𝑣) : VertexID
4 returnWeightedSample(𝑣.𝑒𝑑𝑔𝑒𝑠, 𝑣.𝑒𝑑𝑔𝑒𝑊𝑒𝑖𝑔ℎ𝑡𝑠 ) ;
5 Function Active(Walker 𝑤 ) : Bool
6 return 𝑤.𝑠𝑡𝑒𝑝 = 𝐿;
7 Function Action(Walker 𝑤, VertexID 𝑛𝑒𝑥𝑡 ) : Bool
8 𝑤.𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 ← 𝑛𝑒𝑥𝑡 ;
9 𝑤.𝑠𝑡𝑒𝑝++;

10 return True;

NosWalker provides four APIs for users to implement random
walk applications, which are also called in Algorithm 1. As de-
scribed above, GenerateWalker dynamically generates new walk-
ers, which is similar to the initialization procedure of existing sys-
tems. The Sample function defines how to sample an edge from
the outgoing edges of a vertex. This function, which describes the
core logic of different random walk applications, is widely used in

existing random walk systems [34, 39, 61, 68, 72, 73]. The return
value of Active indicates whether a walker has been terminated.
NosWalker calls it before moving a walker (line 16). Finally, the
Action called in line 17 is used to implement the specific step-
moving logic of random walk. It returns True to indicate that the
pre-sampled edge passed in is consumed. Algorithm 2 depicts a
random walk task on a weighted graph as an example. Every edge
in the graph has a weight property. It issues a walker starting from
each vertex with walk length 𝐿. The GenerateWalker is called to
generate the 𝑛-th walker starting from at the vertex whose ID is 𝑛.
The user implements the Sample to sample an edge with weight
from the outgoing edges of 𝑣 based on their weights. If the step
is equal to 𝐿, Active returns True to indicate that the walker is
terminated. The Action moves the walker 𝑤 to the destination
(next) of the pre-sampled edge. Each time it moves a walker, the
step is increased by one and the location is updated accordingly
(lines 8-9).

3.3 Implementation Challenges and
Optimizations

However, the realization of the architecture change is also not
straightforward. Many implementation challenges need to be solved
to reduce the possibility of stalling that occurs when suitable pre-
samples run out. Therefore, a compact data structure is designed to
reserve as many pre-samples as possible in memory (§3.3.2) and to
use the loaded data blocks to move more walkers (§3.3.5). Another
important challenge is the long tail problem depicted in Figure 4.
Near the end of execution, the sparsity of walkers is very high, and
thus the possibility of stalling without optimizations is high. To
mitigate this problem, we design several mechanisms to adaptively
adjust the behavior of NosWalker, including adaptive block granu-
larity (§3.3.1), recycling memory from finished walkers to reserve
more pre-sampled edges (§3.3.3), and prioritizing the allocation of
pre-sampled edges for frequently visited vertices (§3.3.2). In addi-
tion, NosWalker optimizes the inefficiency of reserving pre-sampled
edges for low-degree vertices (§3.3.4).

3.3.1 Adaptive Block Granularity. Modern SSD can achieve both
high throughput and high IOPS, but not simultaneously. Our bench-
mark shows that, for Intel SSD P4618, the sequential read bandwidth
can achieve up to about 3.1 GiB/s for large block read and the IOPS
can be up to more than 600k IOPS for 4 KiB random read (2.4GiB/s).
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It is desirable to make the best use of both these two sides of the
SSD.

In random walk applications, when there are plentiful active
walkers, the bottleneck of the system will be read throughput be-
cause most of the edge blocks will carry many active walkers. In
contrast, as active walkers become sparse, there will be very few
of them even in the hottest block. As discussed in §2.2, this long
tail problem is one of the important problems that reduce the ef-
ficiency of existing out-of-core random walk systems. Thus, it is
natural to consider that we can adaptively shrink the size of edge
blocks according to the sparsity of walkers. As a result, we can take
advantage of the high IOPS feature of modern SSD and improve
I/O utilization at the same time.

In particular, when the active walkers are dense enough com-
pared to the graph, NosWalker uses the coarse-grained block mode,
which continuously loads the hottest coarse-grained block. With
the help of the high-performance Linux-native asynchronous I/O
access library [4], a single thread is sufficient to achieve the peak
sequential read throughput of the SSD. When the active walkers
become sparse, only a fraction of the data in a large block is needed.
In this case, NosWalker switches to fine-grained block mode. In this
mode, NosWalker tries to identify which fine-grained blocks should
be loaded and launch precise I/O requests targeting those identified
blocks. Since the underlying hardware of SSDs typically sets 4 KiB
(one SSD page) as the smallest unit that can be read in an I/O oper-
ation, NosWalker conceptually divides each coarse-grained block
into 4KiB fine-grained blocks and issues I/O operations at 4KiB-
block-granularity. This ensures that the high IOPS of SSDs can be
fully utilized while bypassing the unrequired data as accurately as
possible.

Then, we introduce some implementation details to achieve the
above design. We use 𝑆𝐺 , |𝑊𝑎 |, and 𝛼 to represent the size of the
graph data, the number of active walkers, and the unevenness factor
of the walker distribution, respectively. Since the fine-block size is
4KiB, NosWalker switches to the fine-grained block mode when
𝛼 |𝑊𝑎 | · 4 𝐾𝑖𝐵 < 𝑆𝐺 . We observe that the active walker density of
the hottest block is usually twice the average, and walkers also
distribute unevenly across the block. Therefore, the 𝛼 is set to 4 by
default. Since the number of walkers is monotonically decreasing,
once NosWalker switches to the fine-grained block mode, it will
stay in this mode until the task is completed.

In addition, to support the fine-grained block mode, NosWalker
uses a bitmap to indicate whether a fine-grained block should be
loaded. When the pre-sampled edges of a vertex are all consumed,
some walkers may stall at these vertices and thus cannot be moved.
For example, in Figure 7, the 1st block is marked due to 𝑣1, and the
3rd and 4th blocks are marked due to 𝑣4 and 𝑣6. NosWalker will load
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Figure 8: A pre-sampled edge buffer for the four consecutive
vertices.

the marked blocks in the future according to the bitmap. The other
unmarked blocks, like the 2nd block, are therefore skipped to save
I/O. As depicted in the figure, these fine-grained blocks are loaded
into the corresponding addresses in the edge buffer. NosWalker
can thus access the edges through the CSR index as usual. This
simplifies the system implementation and improves the efficiency
of edge access. NosWalker uses fine-grained block mode only when
active walkers are sparse. In this case, the walker pools that initially
occupy most of the memory have released a lot of memory. Thus,
NosWalker can utilize this memory to accommodate the bitmap
arrays and keep the CSR index in memory.

3.3.2 Compact Data Structure for Pre-Sample Results. In our decou-
pled architecture, a walker can keep moving until the pre-sampled
edges of the vertex where it locates are consumed up. While the
number of pre-sampled edges is limited by memory, a special data
structure is needed to support more steps of walker moving. Since
the vertices tend to be visited unevenly by walkers, we design a
compact data structure to sample more edges for the vertex that
will be visited more frequently. Here, the future frequency of visits
is estimated by the number of historical visits. And this is a general
method for different random walk applications even with different
probability distributions.

Now we introduce the compact data structure. In NosWalker, a
certain number of consecutive vertices correspond to a pre-sampled
edge buffer. The buffer is similar to the CSR format as depicted in
Figure 8(b). It has two arrays: meta and edges. The pre-sampled
edges of a vertex are continuously stored in the edges. Each vertex
has a metadata in the meta to track the status of the pre-sampled
edges and the visiting history. It has two regions: 𝑖𝑑𝑥𝑣 (the starting
position of the pre-sampled edges of 𝑣) and 𝑐𝑛𝑡𝑣 (counting the con-
sumed edges), and is represented as (𝑖𝑑𝑥𝑣, 𝑐𝑛𝑡𝑣). The pre-sampled
edges of 𝑣 are stored at the position between 𝑖𝑑𝑥𝑣 and 𝑖𝑑𝑥𝑣+1 of
edges. This data structure compactly supports storing different
numbers of pre-sampled edges for each vertex for better allocation.

Then we introduce how it works. Every time a pre-sampled edge
is consumed, NosWalker increases 𝑐𝑛𝑡𝑣 by one (Algorithm 1 lines
17-18) to record the consumption. And before moving a walker,
NosWalker needs to ensure that the pre-sampled edges are not
consumed (Empty method in Algorithm 1 line 15) by checking
whether 𝑖𝑑𝑥𝑣 +𝑐𝑛𝑡𝑣 is less than 𝑖𝑑𝑥𝑣+1. If ensured, the edge stored in
edges[𝑖𝑑𝑥𝑣 +𝑐𝑛𝑡𝑣] can be the moving direction (get by Topmethod
Algorithm 1 line 17) of the walker’s next step. If not, NosWalker also
increases 𝑐𝑛𝑡𝑣 by one to record the visit. Thus, 𝑐𝑛𝑡𝑣 is an estimate
of the number of historical visits.

When the pre-sampled edge buffer is refilled (Algorithm 1 line
10), NosWalker reallocates the number of pre-sampled edges for
each vertex based on 𝑐𝑛𝑡𝑣 . Specifically, it uses the value of 𝑐𝑛𝑡𝑣 as the
weight to reassign the number of pre-sampled edges for the vertices.
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In fact, the number of pre-sampled edges of 𝑣 is approximately
proportional to 𝑐𝑛𝑡𝑣 . Since 𝑐𝑛𝑡𝑣 can be used to approximate how
often a vertex is visited, NosWalker achieves the goal of prioritizing
the allocation of pre-sampled edges for frequently visited vertices.
Thus, the limited buffer space can be used efficiently to move more
steps for walkers and reduce the walking stalls.

Both the on-disk and in-memory edge list/pre-samples data struc-
tures used by NosWalker are based on CSR, which is a static format
to which new edges cannot be added directly. Thus, the walk en-
gine consumes (and then deletes) the pre-sampled edge simply by
in-place updating the 𝑐𝑛𝑡 region of the metadata. And, NosWalker
will generate a new pre-sampled edge buffer according to the adap-
tive algorithm mentioned above when it should sample new edges.
The original buffer will be released, even if there are still some un-
consumed pre-sampled edges (instead of appending new samples
to the original buffer). The cost is acceptable since the size of the
pre-sampled edges is much smaller than the size of the graph, and
the buffer manages the pre-samples for only a part of the vertices
(more details in §3.3.3).

3.3.3 Manage the Dynamic Memory Space for Pre-Sampled Edges.
NosWalker uses one pre-sampled edge buffer for each coarse-grained
block to manage the pre-samples. And one buffer manages the pre-
samples for one block of vertices. It ensures that a few bits for the
𝑖𝑑𝑥 region of metadata is enough to manage pre-samples, which
saves memory especially when the number of vertices is large. Since
the memory will be released from the finished walkers, NosWalker
can recycle it to reserve more pre-samples.

Instead of initially allocating all the buffers with a small size
and gradually enlarging them, NosWalker supports dynamically
growing pre-sample buffers by first making the buffer size large
enough and fixed, and then allocating new buffers one by one.
This design has two advantages. 1) It avoids the metadata of the
small buffers that occupy most of the memory. 2) When a part of
the memory is released, only one memory allocation is made to
allocate a new buffer, instead of reallocating memory space for each
buffer.

3.3.4 Pre-Sampling on Low-Degree Vertices. Natural graphs usually
have skewed power-law degree distribution [23, 30]. Thus, most
vertices in these graphs have relatively few neighbors. It is not cost-
effective to pre-sample edges for these low-degree vertices. For
example, pre-sampling for a one-degree vertex violates the original
purpose of pre-sampling, which is to make the pre-sampled edges
a succinct representation of the original edge data. However, the
edges of the low-degree vertices are usually only a very small part
of the whole graph. For example, there are about 9% of vertices
with a degree of 1 in Kron30 [3], and these vertices have only
about 0.3% of the edges. This phenomenon is also observed by [72].
Therefore, NosWalker directly reserves the edges of low-degree (1
to 4 determined by the size of the graph) vertices in memory when
it should pre-sample edges from them. It alleviates the drawback of
the pre-sampling technique on low-degree vertices.

3.3.5 Use Loaded Edges as Pre-Sampled Edges. The pre-sampled
edges are the key resources that keep the walkers always moving.
However, the memory allocated for the pre-sampled edge buffers is
limited. In practice, NosWalker also makes use of the loaded edge

Table 1: Statistics of Datasets.

Dataset |𝑉 | |𝐸 | CSR Size
Twitter (TW) [38] 61.6M 1.5B 6.2GiB
YahooWeb (YH) [71] 1.4B 6.6B 37.6GiB
Kron30 (K30) [3] 1B 32B 136GiB
Kron31 (K31) [3] 2B 64B 272GiB
CrawlWeb (CW) [1] 3.5B 128B 540GiB
Weighted Kron 30 (K30W) 1B 32B 384GiB
G12 2.7B 33B 144GiB
𝛼2.7 4.2B 27B 134GiB

data in the block buffers to act as pre-sampled edges by prioritizing
moving the walkers staying at these blocks before their eviction
(just like existing out-of-core systems). Since NosWalker always
loads the hottest block similar to GraphWalker, a large number of
walkers can be moved without consuming the pre-sampled edges
retained in memory. As discussed above, a key advantage of pre-
sampling is that its distribution is not limited by block partitioning.
With this optimization, the pre-sample results are only consumed if
the corresponding edge block is not currently loaded, presumably
avoiding this costly loading.

4 EVALUATION
In this section, we evaluate NosWalker on several real-world and
synthetic graph datasets with up to more than one hundred bil-
lion edges. First, we compare the performance of NosWalker with
state-of-the-art out-of-core graph random walk systems on a set of
representative real-world random walk applications. We then use
several micro-benchmarks to demonstrate the impact and analyze
the reasoning behind our optimizations. Different settings, such as
the number of walkers, the length of walkers, the memory budget,
multiple SSDs, and higher-order random walks are all evaluated in
the experiments.

4.1 Experiment Settings
Testbed. All experiments are performed on a machine with 2 × 24
Intel(R) Xeon(R) Gold 6240R @ 2.40GHz processors. The memory
budgets of all the evaluated systems are set to 64GiB, which is
about 12% of the largest graph we evaluate. We use cgroups [2] to
force the sum of the memory used by the application and the page
cache [5] within our limit. All graph data are stored on Intel(R) SSD
DC P4618 Series 3.2 TB NVMe SSD unless otherwise noted.
Dataset. Table 1 lists the datasets we used. TW, YH and CW are
real-world graphs. K30 and K31 are two synthetic graphs generated
by the kronecker algorithm in Graph500 [3], which are widely used
to evaluate graph analysis systems [29, 36, 41, 45, 48, 52, 68]. Among
them, TT and YW are two graphs of small size to evaluate the in-
memory performance of the systems, while K30, K31, and CW,
whose size largely exceeds the memory budget in our testbed, can
help to evaluate the scalability on different graphs. We randomly
generate the weight property for each edge in K30 to conduct
the weighted random walk experiments in §4.4. It also includes
a pre-generated alias table [11, 37] for each vertex to replace the
adjacent edge list, which is widely adopted in many random walk
systems [61, 67, 72, 73] for a higher performance. The total weighted
graph data (K30W) is about 384GiB.
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Both the real-world graphs (TW, YH, CW) and the synthetic
graphs (K30, K31, K30W) listed above exhibit strong power-law
characteristics with highly skewed vertex degree distributions.
Therefore, to explore the sensitivity of the system performance
on different graph structures, we further generate two synthetic
flatter graphs, 𝛼2.7 and G12, with different characteristics. 𝛼2.7 is
an approximate power-law distribution graph generated by the
Configuration model [14, 50]. Its power-law constant 𝛼 is set to
2.7. This setting makes its vertex degree distribution much flatter
than the common power-law graphs including the six graphs above
(the 𝛼 of natural graphs is usually around 2 [30]). G12 is a uniform
graph with each vertex connected by 12 edges.

4.2 Real-World RandomWalk Applications
DrunkardMob [39] and GraphWalker [68] are the state-of-the-art
out-of-core graph randomwalk systems. To evaluate the speedup of
NosWalker against them, we use four representative and impactful
real-world random walk applications: 1) Personalized PageRank
(PPR) [25, 46] is one of the most important graph analysis algo-
rithms that measure the importance of each vertex. In our evalua-
tion, we run 2000 randomwalks with length 10, which is considered
to be sufficient to ensure accuracy, starting from each query source
vertex to approximate the PPR; 2) SimRank (SR) [35] is a general
graph similarity measure and is used in many important data min-
ing tasks [15, 32, 43]. The pair-wise vertex similarity 𝑠𝑖𝑚(𝑎, 𝑏) can
be interpreted as a measure of the time for two random walkers
expected to meet at the same vertex if they start at vertices 𝑎 and
𝑏. For each of the two vertices in a queried pair, we start 2000 ran-
dom walks with length 11 to compute the expected meeting time;
3) Random Walk Domination (RWD) [44] finds a vertex set with
the maximum influence diffusion. We start a walker with length 6
from each vertex in the graph to collect the vertex visit statistics; 4)
Graphlet Concentration (GC) [54, 55] estimates the ratio of a type
of graphlet in the graph. We use the graphlet triangle as a study
case. We randomly start |𝑉 |/100 walkers of length 3 to estimate it,
where |𝑉 | is the vertex number of the graph.

The results of our evaluation are depicted in Figure 9. Since the
reachable vertices for some vertices can be very few, there is a huge
difference in the time of a random walk starting from different
vertices. We measure the completion time of 1000 random selected
sources in the PPR experiments and 1000 randomly selected vertex
pairs in the SR experiments. DrunkardMob cannot process the large
K31 and CW graphs, due to the limitations of holding all the vertex
data in memory. As we can see from the figure, NosWalker achieves
6× to 64× speedup over with GraphWalker on the large datasets,
K30, K31 and CW. It also achieves 3.6× to 7.9× speedup on TW and
YH. The result that a larger graph leads to a larger speedup proves
the scalability of NosWalker. We also measure the total disk I/O of
each system, and the results show that NosWalker requires much
less I/O than the other systems (Figure 2). This indicates that our
optimizations achieve a better I/O utilization, which is the main
reason for NosWalker’s speedup.

4.3 Different Settings
In order to demonstrate the different aspects of NosWalker’s perfor-
mance, we also evaluate the basic random walk kernel and compare
NosWalker with the state-of-the-art systems in different settings.

Different Number ofWalkers. Figure 10 shows the performance
with different numbers of walkers, with the walk length fixed at 10.
Due to the memory limitation, DrunkardMob cannot support 10
billion walkers or large graphs such as K31 and CW. According to
our evaluation, when the number of walkers is less than 109 in these
experiments, the main bottleneck becomes graph loading, so there
is no significant change in the time cost of GraphWalker and Drunk-
ardMob. They inevitably load most parts of the graph many times.
In contrast, NosWalker can use pre-sampled edges to keep walkers
moving and adaptively shrink the block size to significantly reduce
I/O. This explains why the speedup of NosWalker achieves up to
two orders of magnitude when the number of walkers decreases.

Different Walk Lengths. Figure 11 shows the performance with
different walk lengths when the number of walkers is fixed to 106.
When the graph is smaller than the memory, for example TW and
YH, the performance of NosWalker can beat others because of
the more efficient walker management. When the graph is larger
than the memory, e.g. K30, K31 and CW, the execution time of all
three systems increases almost linearly with the walk length. But
NosWalker is always 30× to 95× faster than GraphWalker. Even
when the walk length is 512 for K31, NosWalker can still finish
within a reasonable time while DrunkardMob and GraphWalker
need several hours or even more than a day. The experiments also
demonstrate the scalability of NosWalker to support long random
walks with millions of walkers.
Different Memory Budget. To demonstrate the capability of
NosWalker to work with low memory budgets, we conduct exper-
iments under different memory budgets on the K30 dataset and
compare them with GraphWalker. As depicted in Figure 12(a), the
speedup of NosWalker has a notable improvement when the budget
varies from 10% to 20%. It is because little memory can be allocated
for pre-sampled edge buffers when the budget is only 10% of all
states. Performance is more sensitive to the memory budget when
the number of walkers is larger. In these cases, if there is enough
memory to manage a large number of walkers, NosWalker can
achieve a larger speedup as the number of walkers increases. Even
with very limited memory budgets, NosWalker can still achieve
significant performance improvements.
Performance on RAID. We also study the impact of storage
devices by running experiments on RAID-0 consisting of seven
Intel SSD D3 S4610 1.92 TB. Its sequential read-throughput is about
3.4GiB/s. But the IOPS is only about 150k for 4 KiB random read.
Figure 12(b) and (c) depict the experiment results on K30. Compared
to the experiments on NVMe SSD, the low IOPS leads to some
performance loss. However, NosWalker still achieves about 15.2×
to 41× speedup on the fixed walk length experiments (Figure 12(b))
and about 17.3× to 27.4× speedup on the fixed number of walkers
experiments (Figure 12(c)). It validates the broad applicability of
NosWalker on different hardware configurations.
Sensitivity to the Graph Structure. We also conduct experi-
ments on non-power-law graphs (G12 and 𝛼2.7) to evaluate the
sensitivity to the graph structure. As depicted in Figure 13, there
is some decrease in the speedup of NosWalker on non-power-law
graphs. In the Basic-RW, PPR, and SR tasks, the number of walkers
is independent of the number of vertices in the graph. The speedup
of NosWalker decreases from 18× to 8×, 35× to 20× and 25× to
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21× respectively. This is because the lower average degree makes
the pre-sampling technique less effective. However, the overall
speedups are still notable, because the long tail problem is still
severe in the G12 and 𝛼2.7, so the effectiveness of “shrink block
size” mentioned in §3.3.1 is still high. More details can be found in

the following breakdown analysis (§4.4). As for applications RWD
and GC, the speedup of NosWalker drops more on datasets G12
and 𝛼2.7 compared with it on K30. This is because the number of
walkers is determined by the number of vertices in these applica-
tions, and the number of vertices on G12 (2.7B) and 𝛼2.7 (4.2B) is
significantly higher than on K30 (1B). In these tasks with a large
number of walkers, the long tail problem is not so severe. Thus, the
speedup from the pre-sampling technique dominates the overall
acceleration.

4.4 Optimizations Breakdown
We also conduct some experiments to measure the effectiveness of
our main optimizations, namely dynamically generating walkers
to support in-memoryWalker Management, adaptively Shrinking
Block Size, and decoupling edge sampling with moving walkers
(PreSample Edges). In addition, we further use the weighted ran-
dom walk to evaluate the efficiency of these optimizations on the
weighted graph (K30W).

The three optimizations are added to the base implementation
one by one, and their performance is evaluated on several applica-
tions. The base implementation has a degraded workflow similar
to GraphWalker’s, but is faster than GraphWalker. This mainly
because NosWalker uses asynchronous I/O to replace the origi-
nal buffered I/O of GraphChi and overlaps the disk I/O with com-
putation. The disk bandwidth utilization in NosWalker is about
70% ∼ 90% while it is about 20% ∼ 30% in GraphWalker. Thus,
using this special version of NosWalker with optimization knobs
in the breakdown analysis precludes the impact of the underlying
implementation details. I/O reduction breakdown analyses are also
performed to cross-validate the source of the performance gain
brought by these optimizations.

As we can see from the experiment results depicted in Figure 14,
the performance gain of NosWalker is mainly from its ability to
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reduce I/O. For example, the collected “Total I/O” results for the 1B10
workload, is decreased from 1263GB to 1098GB/669GB/274GB
after adding the three major optimizations one by one. Thus, the
normalized I/O is 1/0.86/0.52/0.21 for each case and it is very similar
to the normalized time 1/0.81/0.60/0.20 presented in the figure.
(1) Walker Management. The baseline implements a swapping
mechanism for walker states that is similar to GraphWalker’s imple-
mentation. Our optimization of dynamically generating walkers is
able to reduce this swapping cost and thus improve the performance.
This optimization is almost independent of the graph structure, so
it has a similar effect on non-power-law graphs such as G12 and
𝛼2.7. And it is natural to find that a larger number of walkers leads
to a higher speedup of this optimization. In task 4B10, applying this
optimization alone achieves about 1.9× speedup.
(2) Shrink Block Size. The third bar in each group of Figure 14 de-
picts the effect after adding the optimization of adaptively Shrinking
Block Size described in §3.3.1. It is related to the long tail problem
mentioned above. As demonstrated in Figure 4, in GraphWalker,
the last 30% time of execution is used to execute the last 3% of
walkers. Thus, in the task 1B10, NosWalker can achieve 35% perfor-
mance improvement after just by enabling this optimization. And in
contrast to the first optimization, this optimization achieves better
speedup when the number of walkers becomes sparse. As we can
see from the figure, the optimization achieves a significant speedup
in the applications GC, PPR and SR, where the total number of
walkers is in the order of million. In the PPR application, enabling
this optimization achieves about 7.9× speedup. In addition, this op-
timization has a similar effect in non-power-law graphs. Compared
to simply enabling the first optimization, it reduces about 26% and
28% I/Os in G12 and 𝛼2.7, respectively, which are close to the I/O
reduction (37%) in K30.
(3) PreSample Edges. Finally, we enable pre-sampling edges and,
as we can see, the performance of NosWalker is further significantly
improved. The optimization is caused by the skipped I/O through
buffered pre-samples. As an example, about 18% of the total steps
are moved by pre-samples in the 1B10 workload, and hence the cor-
responding I/O is skipped. According to our further investigation,
the reason why an 18% skipping in steps leads to a 60% reduction in

I/O is related to the read amplification caused by block I/O (read an
entire block for a single vertex) and the power-law semantics of the
graph. The average degree of the vertex where the skipped steps are
located is about 382, which is much higher than the average degree
(32) of the whole graph, and thus leads to a higher I/O reduction.
This is because the walker will visit the high-degree vertex more
frequently.

As a result, for non-power-law graphs such as G12 and 𝛼2.7,
the effect of pre-sampling optimization is weaker. We perform an
additional evaluation on the 𝛼2.7 (about 6.4 edges per vertex). The
results demonstrate that the pre-samples lead to a 32% skipping
of steps but only about a 44% I/O reduction. In addition, we con-
duct experiments on a graph G2.5 with an even lower average
degree (about 2.5), which is close to the real-world road graphs.
The similar phenomenon is more evident due to the low degree.
The pre-sampling technique leads to only about a 9% I/O reduction.
And all the three optimizations result in a speedup of about 2×
compared to the base implementation.

For the heavy weight tasks, where the number of walkers is more
than a billion, NosWalker can achieve a total speedup of about 6.5×
(1B80). Even for the light-weight tasks which have been greatly
optimized by the first two optimizations, NosWalker achieves about
22× speedup in total. It is because our decoupling architecture and
pre-sampling mechanism is a generic optimization. In the weighted
random walk task, the size of the graph data is significantly larger
than the original graph. Just applying the first two optimizations
achieves only about 20% improvement. But NosWalker achieves
a total speedup of about 11.4× after applying this optimization.
This is a more significant performance improvement than it is
in experiment group 1B80. It is because the pre-sampled edges
stored in memory are notably smaller than the entire graph with
edge properties. This optimization is particularly effective for tasks
where there are properties attached to the graph.

The decoupled architecture based on walker oriented scheduling
makes NosWalker achieve a high performance improvement. It
can keep walkers always moving even when the blocks are not in
memory, as long as the succinct pre-sample results are reserved in
memory. In this way, NosWalker can make the best use of the CPU,
memory, and I/O resources.

4.5 Second-Order RandomWalk
Previous experiments concentrate on first-order random walk ap-
plications, which are most prevalently used in practice and assume
that the sampling of the next step only relies on the information of
the current vertex. To model higher-order structures in the data,
researchers have also proposed second-order random walks, which
select the next step based on more historical information. Taking
the random walk generation of Node2Vec [31] as an example, on a
given undirected graph, the edge weight for a walker𝑤𝑣

𝑢 is defined
as

𝛼𝑣𝑥 =


1/𝑝 if 𝑑𝑢𝑥 = 0
1 if 𝑑𝑢𝑥 = 1

1/𝑞 if 𝑑𝑢𝑥 = 2
(1)

where 𝑢 and 𝑣 are the vertices on which𝑤𝑣
𝑢 locates in the previous

step and the current step respectively, 𝑝 and 𝑞 are hyperparameters
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Node2Vec tasks.

of the model, and 𝑑𝑢𝑥 is the distance between𝑢 and 𝑥 . So, in second-
order random walks, the edge sampling weights depend not only
on the current vertex, but also on the vertex visited by the walker
in the previous step.

GraSorw [42] is a state-of-the-art disk-based system that sup-
ports second-order random walk. We compare NosWalker to it to
verify the superiority of the decoupled architecture. Its walk engine
is based on GraphWalker [68]. Thus, it achieves little performance
improvement over GraphWalker in the first-order tasks as described
in [42]. For second-order tasks, GraSorw develops a new triangular
bi-block scheduling strategy, bucket-based walk management, and
skewed walk storage to convert random I/Os into sequential I/Os.
It also designs a learning-based block loading model to improve
the I/O utilization. Compared to a naive extension from Graph-
Walker for the second-order task, GraSorw achieves a significant
performance improvement.

We extend NosWalker to handle the second-order random walk.
Using the rejection sampling method [64], NosWalker is able to
decouple edge sampling from determining the direction of walk-
ers’ movement. Specifically, (1) NosWalker samples edges uni-
formly into the pre-sampled edge buffer. Then (2) it consumes a pre-
sampled edge/neighbor 𝑥 in the buffer as a candidate direction/ver-
tex for𝑤𝑢

𝑣 , and randomly generates a valueℎ ∈ [0,max{1/𝑝, 1, 1/𝑞}].
Finally, (3) when the outgoing edges of 𝑥 are loaded in memory, it
calculates the distance between 𝑢 and 𝑥 to decide to reject/accept
this direction 𝑥 based on ℎ and Equation 1. Steps (1) and (2) to-
gether are equivalent to generating random horizontal coordinates
in the rejection sampling method. It ensures the correctness of
NosWalker in the second-order scenario. More details are described
in Appendix A.

We conduct the random walk generation of Node2Vec [31] on
4 datasets. These datasets are converted into undirected graphs
to satisfy the requirements of Node2Vec. Following the original
work [31], we start 10 walkers from each vertex, and set 𝑝 and 𝑞 to 2
and 0.5, respectively. To get the performance results in a reasonable
time, we set the walk length to 10. The evaluations on the CW
dataset are removed because GraSorw takes too long to complete
the task under our memory limitation. The performance compar-
ison between NosWalker and GraSorw is depicted in Figure 15.
NosWalker achieves about 3× speedup in TW due to its highly
efficient walker management. And NosWalker achieves about 10×
to 49× speedup in the graphs (YH, K30 and K31) whose sizes are
larger than memory. It is because NosWalker additionally benefits
from the decoupling between edge sampling and moving walkers.

5 RELATEDWORK
5.1 Out-of-Core Graph Systems
The explosion of graph size, in contrast with expensive and pre-
cious DRAM resources, leads to the birth of many out-of-core
graph systems. Most of these systems adopt an iterative computa-
tion model that repeatedly processes the input graph until conver-
gence [18, 33, 45, 47, 65, 77, 81]. Tomake better use of sequential disk
I/O, these systems will partition the graph into pre-defined blocks
at the beginning, and then either completely or selectively load
into memory in each iteration. This paradigm can be considered a
block-centric design. For example, GraphChi [40], X-Stream [57],
GridGraph [83] and AsyncStripe [18] all follow this paradigm. Re-
cent systems, such as CLIP [12] and Wonderland [77], develop
optimizations such as re-entry, abstract and asynchronous pro-
cessing to speed up the convergence of computation, but they can
also be considered to follow the block-centric design that provides
graph oriented scheduling. In contrast, NosWalker proposes a novel
decoupled architecture that is more suitable for random walk work-
loads, and hence it is much faster than existing out-of-core random
walks systems [39, 68] that are built upon general graph processing
frameworks.

As we have mentioned before in §2.2, several recent designs at-
tempt to optimize the I/O utilization of existing general out-of-core
processing frameworks without radically changing their architec-
tures. Some of these optimizations are not applicable to random
walk applications. For example, the dynamic partitioning mecha-
nism in DynamicShards [66] is not helpful for graph algorithms
that have non-distributive gather and apply functions, and thus
random walk cannot get benefit from it. Some others have already
been adopted in existing out-of-core random walk systems. LU-
MOS [65] proactively propagates values across iterations while
simultaneously providing synchronous processing guarantees. In
random walk tasks, the condition under which it can propagate
values across iterations is the same as in Clip [12]. And the latter is
adopted in GraphWalker[68]. The rest is orthogonal to NosWalker’s
optimizations.

As an illustration, Graphene [45] attempts to improve the I/O uti-
lization by proposing an on-demand I/O strategy that dynamically
adjusts the loaded graph block layout and skips loading blocks that
do not contain any walkers. Figure 16 shows the performance of
Graphene andNosWalker in different numbers of walkers withwalk
length as 10. As we can see from the figure, NosWalker achieves
up to 80× speedup over Graphene. Although Graphene can dynam-
ically adjust the loaded graph blocks, it only iterates through the
loaded data in the order in which they are stored on the disks. It
leads to a low I/O utilization for random walk applications, which
has also been discussed in [68].

5.2 In-Memory RandomWalk Systems
As random walk attracts increasing interest from both academia
and industry, a bunch of works have been proposed to speed up
its processing. ThunderRW [61], FlashMob [72], and [59] focus on
optimizing random walk processing in the shared-memory system.
FlashMob also uses pre-sampling to maximize cache utilization and
avoid high memory access latency. But its sampling policy and ob-
jective are different from NosWalker. C-SAW [52], NextDoor [34],
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Figure 16: Performance comparing with Graphene [45] on
dataset Kron30 by fixing walk length as 10.

and SkyWalker [67] accelerate random walk with GPUs, taking
advantage of their high memory bandwidth and parallelism. These
systems provide fast in-memory processing speed, but cannot han-
dle large graphs beyond the memory capacity of a single server.
Since ThunderRW is more memory efficient than FlashMob, we
select it for comparison so that larger graphs can be evaluated in
memory. The experiments are conducted on a machine with more
than 360GB memory. The results of issuing 1 billion walkers with
walk length of 10, are depicted in Figure 17. As we can see from
the figure, ThunderRW is about 1.5× faster than NosWalker if only
the computation time is counted. On the other hand, if the data
loading time is also included in the execution time of ThunderRW,
the total time of ThunderRW is about 32% slower than NosWalker.
It is because that about 75% of ThunderRW’s time is graph loading
while NosWalker can pipeline graph loading with moving walkers.
These evaluation results demonstrate the efficiency of NosWalker’s
computation.

There are also some distributed random walk systems that re-
quire a distributed cluster connected by a high bandwidth network
to hold the large graph. All these systems require to hold all the
graph data in memory and therefore are less economical than out-
of-core approaches. For example, KnightKing [73] is the latest dis-
tributed random walk system. We evaluate KnightKing on TW and
YH. For all the datasets we have, the latter is the largest graph that
KnightKing can handle on our 4-node cluster with 10Gbps inter-
connection. We set 108 and 109 walkers, according to the graph
scale, with walk length 10 in the experiments on datasets TW and
YH, respectively. The results are depicted in Figure 17. Since there is
no network communication overhead, NosWalker is about 10% and
63% faster than KnightKing, respectively, if only the computation
time is counted. When the data loading time is also included in
the execution time, NosWalker can achieve about 5.4× and 5.2×
speedup compared to KnightKing on TW and YH respectively. Ac-
cording to our further experiments, when the number of nodes
increases to 8, the computation performance of KnightKing is equal
to (on TW) or very slightly faster than (on YH) NosWalker. The
evaluation results prove the resource friendliness of NosWalker.

5.3 Works on Concurrent Query Processing
There are some works that focus on concurrent query processing.
CGraph [78] and GraphM [79] are two representative out-of-core
systems designed for concurrent iterative graph processing jobs.
CGraph proposes a correlations-aware execution model and a core-
subgraph-based scheduling algorithm to enable the jobs to effi-
ciently share the graph structure data in cache/memory and the
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Figure 17: Comparing NosWalker (NW) with ThunderRW
in Kron30 and KnightKing on Twitter and Yahoo. The bars
markedwithWalk andTotal depict the computation time and
the total time (including the data loading time) respectively.

data accesses to the graph. GraphM achieves a similar effect by regu-
larizing the traversal order of the graph partitions and concurrently
processing the related jobs in a novel fine-grained synchronization.
MultiLyra [49] is a distributed framework designed for efficient
batched graph query evaluation. It optimizes query evaluation by
amortizing the communication and synchronization costs between
multiple queries. SimGQ+ [70] optimizes the simultaneous evalua-
tion of a group of vertex queries originating from different source
vertices on a single multicore shared-memory machine. It proposes
batching techniques to amortize runtime overheads and sharing
techniques to use the shared results to accelerate the query evalua-
tion within the batch.

The systems mentioned above process a few tens to thousands
of graph queries at a time. However, the footprint of each walker
is much smaller than in other kinds of graph applications, so the
benefit of concurrently executing a large number of walkers and
sharing the overlapped I/O is limited. In contrast, NosWalker only
tries its best to keep a small number of walkers always moving
with the pre-samples.

6 CONCLUSION
In this paper, we present NosWalker, a novel out-of-core graph
random walk system that exploits several unique properties of
random walk applications. NosWalker proposes a novel walker
oriented scheduling leading to an architecture that decouples the
graph loading and pre-sampling process from walker processing.
It enables the system to adaptively generate walkers and flexibly
adjust the distribution of reserved sampling results in memory.
These optimizations substantially reduce the disk I/O for vertex data
and edge data, respectively, resulting in much higher I/O utilization.
According to our evaluation, NosWalker can achieve up to two
orders of magnitude speedups compared to the state-of-the-art
out-of-core random walk systems, including DrunkardMob [39],
GraphWalker [68], and GraSorw [42].
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A EXTEND NOSWALKER TO SECOND-ORDER
RANDOMWALK

In this appendix, we elaborate on our implementation that extends
NosWalker to support second-order random walk applications.

A.1 Second-Order RandomWalk
With the popularity of random walks, the sampling logic has be-
come more complex. To model higher-order structures in the data,
researchers have also proposed the higher-order random walk
which involves dynamic sampling. In higher-order random walks,
the sampling of the next step may rely not only on the current
vertex where the walker locates but also on the previous vertex (or
vertices) visited by the walker. As a result, the complex random
walk algorithms utilize more information about the graph topology
at the cost of sampling complexity.

Node2Vec [31] is one of the representatives of second-order ran-
dom walk models. We take it as an example. On a given undirected
graph, the edge weights for a walker𝑤𝑣

𝑢 in Node2Vec are defined
as

𝛼𝑣𝑥 =


1/𝑝 if 𝑑𝑢𝑥 = 0
1 if 𝑑𝑢𝑥 = 1

1/𝑞 if 𝑑𝑢𝑥 = 2
(2)

where 𝑢 and 𝑣 are the vertices on which 𝑤𝑣
𝑢 locates in the previ-

ous step and the current step, respectively, 𝑝 and 𝑞 are the hyper-
parameters of the model, 𝑑𝑢𝑥 is the distance between 𝑢 and 𝑥 .
Figure 18(a) depicts a sample graph segment in a Node2Vec task
where the parameters 𝑝 and 𝑞 are set to 2 and 0.5 respectively, and
𝑢 and 𝑣 have the same definition as in Equation 2. The edge weights
of 𝑣 ’s outgoing edges are computed dynamically after the walker is
moved from 𝑢 to 𝑣 and are labeled in the figure.

Since the edge weights for weighted sampling are computed
dynamically based on the walking history of the walker, we cannot
pre-generate the alias tables [11, 37] for each vertex to achieve effi-
cient sampling as analyzed in [73]. The second-order random walk
increases the computational complexity of sampling. Even worse,
the computation of the 𝑑𝑢𝑥 in Equation 2 requires the neighbor
information (outgoing edges) of vertex 𝑢 or vertex 𝑥 . It poses a
challenge for designing the out-of-core random walk system to
reduce random I/Os.

A.2 Rejection Sampling for Second-Order
RandomWalk in Out-of-Core Scenario

To overcome the problem, we leverage the rejection sampling
method [64], which is a general method to sample from an ar-
bitrary probability distribution. KnightKing [73] first applies re-
jection sampling in a distributed random walk system to improve
the computational efficiency of sampling for second-order tasks.
NosWalker applies it to extend the out-of-core random walk system
to efficiently handle second-order tasks. Next, we introduce how
the rejection sampling method is applied in second-order random
walk based on the Node2Vec model [31].

We assume that a walker has walked from vertex 𝑢 to vertex 𝑣
and is deciding where to go next in Figure 18(a). As depicted in Fig-
ure 18(b), the rejection sampling method obtains the weighted sam-
pling results by generating a randomly distributed two-dimensional
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Figure 18: (a) A sample graph segment in Node2Vec [31] task.
(b) Rejection sampling for Node2Vec.

coordinate (𝑋,𝑌 ), where𝑋 is an integer corresponding to an outgo-
ing edge of 𝑣 , and𝑌 is a floating-point number uniformly distributed
in [0,max{1/𝑝, 1, 1/𝑞}]. We can calculate the weight of the edge
corresponding to the value of 𝑋 by Equation 2. And the weight
corresponds to the height of the colored rectangle of the edge in
the figure. If the value 𝑌 is less than the weight, it means that the
coordinate falls within the colored rectangle as the green dot in the
figure depicts. The coordinate is accepted here. And the sampled
edge is the one corresponding to 𝑋 . On the contrary, in the case de-
picted by the red dot, the coordinate is rejected, and we regenerate
a coordinate according to the above rules until it is accepted.

The computational cost for each attempt to generate and verify
(accept/reject) a generated coordinate is 𝑂 (1). And E, the average
number of attempts needed to sample an edge, can be calculated as
follows:

E =
max{1/𝑝, 1, 1/𝑞} · |𝐸𝑣 |

Σ𝑒∈𝐸𝑣
𝛼 (𝑒) (3)

where 𝐸𝑣 is the outgoing edge set of 𝑣 , and 𝛼 (𝑒) is the edge weight
of 𝑒 computed by Equation 1. In the Node2Vec task, E can be small
even with a huge graph and the total computational cost is also
small.

The key advantages of the rejection sampling method for the
out-of-core random walk system are not limited to the fact that
the number of trials E is small. In particular, we can generate the
coordinate in advance to obtain a candidate destination vertex 𝑐
only based on 𝑣 ’s outgoing edges, and then decide whether to accept
𝑐 as the vertex of the next step when 𝑐’s outgoing edges are loaded.
It is not necessary that the outgoing edges of 𝑣 and 𝑐 are loaded
at the same time. Thus, the method gives us the opportunity to
avoid a lot of random I/Os. And since the coordinate is randomly
generated, the process of obtaining the candidate destination vertex
is independent of the edge weights that are dynamically computed
by Equation 1. Thus, the pre-sampling technique in NosWalker can
also be used to get the candidate destination vertex. It means that
we can continue to decouple edge sampling with moving walkers.

A.3 Workflow and Programming Model
The workflow of NosWalker for second-order random walk tasks
is mostly the same as it for first-order. We present the different
parts in Algorithm 3. As we can see, when extended to support
second-order tasks, NosWalker adds a process RejectionProcess() in
line 7 to determine whether to accept or reject the candidate desti-
nation vertices of walkers. When the block is loaded into memory,
the RejectionProcess() processes all the walkers whose 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒s
belong to the block (lines 11-12).
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Algorithm 3: Workflow of NosWalker for second-order
random walk.
1 Function Processing():
2 while 𝑛 < 𝑁 or not𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Empty() do
3 While 𝑛 < 𝑁 and not𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Full() do
4 𝑊𝑎𝑙𝑘𝑒𝑟𝑠.Insert(GenerateWalker(𝑛++));
5 foreach 𝑏𝑙𝑜𝑐𝑘 in 𝐵𝑙𝑜𝑐𝑘𝐵𝑢𝑓 𝑓 𝑒𝑟 do
6 PreSample(𝑏𝑙𝑜𝑐𝑘);
7 RejectionProcess(𝑏𝑙𝑜𝑐𝑘);
8 If exists walkers that can be moved then
9 MoveWalkers(𝑊𝑎𝑙𝑘𝑒𝑟𝑠);

10 Function RejctionProcess(Block 𝑏𝑙𝑜𝑐𝑘) :
11 foreach 𝑤 in 𝑤𝑎𝑙𝑘𝑒𝑟𝑠 and 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ∈ 𝑏𝑙𝑜𝑐𝑘.𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 do
12 Rejection(𝑤, 𝑏𝑙𝑜𝑐𝑘.𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠);

Algorithm 4: Node2Vec based random walk example.
1 Function GenerateWalker(Int 𝑛) : Walker
2 returnWalker{prev: null, curv: 𝑛/10, candidate: null, step: 0};
3 Function Sample(Vertex 𝑣) : VertexID
4 return RandomSample(𝑣.𝑒𝑑𝑔𝑒𝑠 ) ;
5 Function Active(Walker 𝑤 ) : Bool
6 return 𝑤.𝑠𝑡𝑒𝑝 = 𝐿;
7 Function Action(Walker 𝑤, VertexID 𝑣𝑖𝑑 ) : Bool
8 If 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ≠ 𝑛𝑢𝑙𝑙 then
9 return False;

10 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ← 𝑣𝑖𝑑 ;
11 𝑤.ℎ ←RandomFloat(0,max{1/𝑝, 1, 1/𝑞});
12 return True;
13 Function Rejection(Walker 𝑤, Vertex 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 [ ] ) :
14 If 𝑤.𝑝𝑟𝑒𝑣 = 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 then
15 𝑤𝑒𝑖𝑔ℎ𝑡 ← 1/𝑝 ;
16 elseIf 𝑤.𝑝𝑟𝑒𝑣 in 𝑣𝑒𝑟𝑡𝑖𝑐𝑒𝑠 [𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ] .𝑒𝑑𝑔𝑒𝑠
17 𝑤𝑒𝑖𝑔ℎ𝑡 ← 1;
18 else
19 𝑤𝑒𝑖𝑔ℎ𝑡 ← 1/𝑞;
20 If 𝑤.ℎ ≤ 𝑤𝑒𝑖𝑔ℎ𝑡 then
21 𝑤.𝑝𝑟𝑒𝑣 ← 𝑤.𝑐𝑢𝑟𝑣;
22 𝑤.𝑐𝑢𝑟𝑣 ← 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ;
23 𝑤.𝑠𝑡𝑒𝑝++;
24 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ← null;

In addition to the four APIs mentioned in §3.2, NosWalker adds
a Rejection API, which is also called in Algorithm 3 line 12, for
second-order tasks. We continue to introduce these APIs with the
Node2Vec model as an example in Algorithm 4. The Generate-
Walker here dynamically generates newwalkers. After being called
multiple times, it will generate 10 walkers for a vertex. The𝑤.𝑝𝑟𝑒𝑣 is
set to 𝑛𝑢𝑙𝑙 to ensure that the first step of𝑤 is uniformly distributed.
The functions of Sample and Active are the same as those de-
scribed in §3.2. The Action is called to set a candidate destination
vertex𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 for walker𝑤 . And the value𝑤.ℎ (line 11) com-
bined with the 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 together form the two-dimensional
coordinate, which is mentioned in §A.2, in the rejection sampling
method. The Rejection first gets the weight𝑤𝑒𝑖𝑔ℎ𝑡 corresponding
to the 𝑤.𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 by Equation 2 in lines 14-19. Then, it decides
whether to accept the candidate destination vertex (line 20). If it
accepts, it updates the𝑤 to move the walkers (lines 21-23).

NosWalker, which is designed according to the above workflow,
has almost no random I/Os due to the second-order nature of walk-
ing. And since the rejection sampling method provides the oppor-
tunity to continue decoupling edge sampling and moving walkers,

NosWalker can efficiently handle the second-order random walk
tasks.
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