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Encryption is an important technique to improve information security for many real-world applica-
tions. The Advanced Encryption Standard (AES) is a widely-used efficient cryptographic algorithm.
Although AES is fast both in software and hardware, it is time-consuming to do data encryption
especially for large amount of data. Therefore, it is a lasting effort to accelerate AES operations. This
paper presents SW-AES, a parallel AES implementation on the Sunway TaihuLight, one of the fastest

Keywords: supercomputers in the world that takes the SW26010 processor as the basic building block. According

High-performance computing to the architectural features of SW26010, SW-AES exploits parallelism from different levels, including

Supercomputer (1) inter-CPE (Computing Processing Element) data parallelism that distributes tasks among the 256

AES algorithm on-chip CPEs, (2) intra-CPE data parallelism enabled by the Single-Instruction Multiple-Data (SIMD)

‘P/eCtﬁril?atiO“ instructions inside each CPE, and (3) instruction-level parallelism that pipelines memory access and
arallelism

the computation. In addition, corresponding to the two application scenarios, SW-AES presents scalable
ways to efficiently run AES on many nodes. As a result, SW-AES can gain a maximum throughput
of 13.50 GB/s on a single SW26010 node, which is 216.23x higher than the latest parallel AES
implementation on the Sunway TaihuLight, and about 37.3% higher than the latest AES implementation
on the GTX 480 GPU. When running on 1024 computing nodes with each one processing 1 GB data,
SW-AES can achieve a throughput of 13819.25 GB/s. On the contrast, only a throughput of 63.91 GB/s
can be achieved by the latest related work on the Sunway TaihuLight.

© 2019 Elsevier Inc. All rights reserved.

1. Introduction

The rapid development of information and communication
technology (ICT) has greatly benefited human activities. The ICT-
enabled big data era where large amount of data is generated,
recorded, and analyzed by modern computers provides insightful
information and guidance in various application domains. How-
ever, ICT technology is also a double-edged sword — along with
the continuous surge of data, severe threats and challenges also
arise in terms of data protection. People nowadays want more
secure approaches to protect important digital assets such as
enterprise secrets and personal information. Encryption is a most
widely-used solution to achieve the goal.
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Supercomputers are powerful facilities widely-used in various
key fields such as national defense [2], scientific and industrial
computing [9,30], and machine learning [7]. For some fields,
encryption is also needed to protect sensitive data. Two typical
scenarios are: (1) users upload some data to the supercomputer
in a way secure or not, encrypt it and store the encrypted result
for future processing (termed online mode in this paper), and
(2) users keep the data generated by applications secure by
encrypting it (termed offline mode here).

Since data encryption is time-consuming, it is a lasting effort
to boost it either by ASIC (Application Specific Integrated Cir-
cuit) implementation [11,24,25,27] or by using more powerful
devices such as FPGA (Field-Programmable Gate Array) [21,26]
and GPU (Graphics Processing Unit) [10,12,13,15,18,23]. Besides,
supercomputers provide a good choice for performing compute-
intensive encryption operations. To make full use of the available
computing resources, it is at the core to design highly efficient
and parallel encryption algorithms that fit well with the state-
of-the-art supercomputing systems. Unfortunately, it is not an
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easy task to achieve the purpose, since many factors are usually
involved, such as the features of the algorithm itself and the
characteristics of the underlying system.

The Sunway TaihuLight system [9] is one of the most powerful
supercomputers in the world. With the SW26010 many-core
processor as the basic building block, the Sunway TaihuLight
presents a peak performance of 125 PFlops as well as many
other interesting features. Since its debut in June, 2016, over
one hundred large-scale applications have been deployed on it,
including climate modeling [1,8,29], material science [6,20], big
data [7,19], and so on. In this paper, we take a step further to
show how to efficiently implement the widely-adopted Advanced
Encryption Standard (AES) [5] algorithm on Sunway TaihuLight to
get the best throughput so as to meet the need of data protection.

Unlike the previous work [4] that tried to improve AES perfor-
mance by utilizing more nodes whereas resources within a single
node were underutilized, our work focuses on accelerating AES
algorithm in a systematic approach by extending our previous
work [17], which shows how to make full use of such features
of the SW26010 processor as heterogeneous-core architecture,
multi-hierarchy memory, direct memory access (DMA), two in-
struction pipelines, and so on to boost AES operations on a single
node. The paper extends our previous work in [17] with: (1) ways
to scale AES execution to many computing nodes, (2) more details
about the reasons behind the design decisions in [17], and (3) ad-
ditional experimental data that can help people to develop a deep
understanding of the impact of various optimization techniques.

The main contributions of our work are as follows:

e We present a SIMD-friendly data layout as well as an
S-Box lookup strategy that enables efficient AES operation
on a single Computing Processor Element (CPE).

e We propose new parallel mechanisms to fully utilize all CPEs
on a chip and the two instruction pipelines within one CPE,
and to scale AES operations to many computing nodes.

e We implement SW-AES, a parallel version of AES algorithm
on the Sunway TaihuLight and evaluate it thoroughly. The
result shows that SW-AES can gain a maximum throughput
of 13.50 GB/s on a single SW26010 node and 13819.25 GB/s
on 1024 nodes, which is two orders of magnitude higher
than that of the latest related work in [4].

The remainder of this paper is organized as follows. Section 2
briefly reviews background and related work. Sections 3 and 4
show how to efficiently implement AES on a single chip and
on the whole system respectively. After extensive experimental
results and discussions given in Section 5, the paper ends in
Section 6 with some concluding remarks.

2. Background and related work
2.1. AES algorithm

Fig. 1 shows the workflow of AES algorithm. It takes a 128-bit
data block as input and performs several rounds of transforma-
tions to generate output cipher text. Each 128-bit data block is
processed as a 4-by-4 byte array called the state. The length of
the cipher key can be 128, 192, or 256 bits. The number of rounds
repeated in the AES, Nr, depends on the length of the key: Nr
= 10 for 128-bit keys, Nr = 12 for 192-bit keys and Nr = 14
for 256-bit keys. Each round uses a different 128-bit roundkey
derived from the original cipher key. The roundkey can also be
viewed as a 4-by-4 byte array. Four basic operations in AES are
explained below.

plaintext

load 128-bit block

AddRoundKey(0

Ye, Ni
[ SubByres() |

[ 4ddRoundKey(Nr) |
2

[ SubBytes() |

AddRoundKey(r

i

[ store 128-bit block |

Fig. 1. The workflow of AES algorithm.

r++

I

2.1.1. SubBytes

Each byte state[i, j] in the state matrix is replaced by the value
of S-Box(statel[i, j]), where S-Box is a 16-by-16 array of bytes
called substitution box. The S-box is computed in advance before
the AES encryption by the multiplicative inverse over GF(2%),
which is a finite field known of good non-linearity properties. One
can just view S-box as a fixed table.

2.1.2. ShiftRows
In this step, we circularly shift row i of the state matrix to the
left by i bytes, 0 <i < 3.

2.1.3. MixColumns

In this step, the four bytes of each column of the state array
are combined using an invertible linear transformation. Then we
multiply each column of the state, taken as a polynomial of degree
bflow 4 with coefficient in GF(28), by a fixed polynomial modulo
X'+ 1.

2.1.4. AddRoundKey

In this step, the rth roundkey is added by combining each byte
of the state with the corresponding byte of the rth roundkey using
bitwise XOR. There are total Nr 4+ 1 roundkeys needed as shown
in the AES workflow. Please note, the roundkeys are usually cal-
culated before the encryption process, and kept constant during
encryption time. The process to generate all roundkeys according
to the original AES key is termed key expansion.

In this paper, we only consider the encryption phase, because
AES is a symmetric encryption algorithm and the decryption
phase undergoes the same operations but in a reverse order. For
the sake of simplicity, we only discuss the case of 128-bit keys
here. Since the length of keys only determines the number of AES
rounds and the roundkeys can be generated beforehand according
to the original key, the method presented can be easily extended
to the cases of 192-bit and 256-bit keys.

2.2. The SW26010 many-core processor

As shown in Fig. 2, each SW26010 processor consists of 4
core groups (CGs). Each CG includes 65 cores: one management
processing element (MPE), and 64 CPEs, organized as an 8 x 8
mesh.

Both MPE and CPE are 64-bit RISC, single-threaded cores work-
ing at 1.45 GHz and supporting 256-bit vector (holding 4 sin-
gle/double precision floating-point numbers or eight integers)
instructions (including fused multiply-add, FMA) with 32 vector
registers (extended from 32 64-bit general purpose registers),
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Fig. 2. The general architecture of the SW26010 many-core processor.

but play different roles in computation. The MPE, which sup-
ports the complete interrupt functions, memory management,
superscalar, and out-of-order issue/execution and can perform
16 floating-point operations per cycle (implying a peak perfor-
mance of 23.2 GFlops), is good at handling the management,
task scheduling, and data communications. The CPE, which does
not support interrupt functions and can only perform 8 floating-
point operations per cycle (implying a peak performance of 11.6
GFlops), is designed for the purpose of maximizing the aggregated
computing throughput while minimizing the complexity of the
micro-architecture.

Each CG connects to its own 8 GB DDR3 memory through
a 128-bit DDR3-2133 memory controller (iMC in the figure),
which implies a theoretical DMA bandwidth of 34.128 GB/s. The
Network on Chip (NoC) connects 4 CGs with System Interface (SI).
Users can explicitly set the size of each CG's private memory
space, and the size of the memory space shared among 4 CGs.
While the MPE adopts a more traditional cache hierarchy (32-
KB L1 instruction cache, 32-KB L1 data cache, and a 256-KB L2
cache for both instruction and data), each CPE only provides a
16-KB L1 instruction cache, and relies on a 64 KB Local Directive
Memory (LDM) (also known as Scratch Pad Memory (SPM)) as a
user-controlling fast buffer. This user-controlling “cache”, while
increasing the programming difficulty for efficient utilization of
the fast buffer, provides an option to implement a customized
buffering scheme that can improve the overall performance sig-
nificantly in certain cases. Inside each CPE mesh, we have a
control network, a data transfer network (connecting the CPEs
to the memory interface), 8 column communication buses, and
8 row communication buses. The 8 column and row communica-
tion buses enable fast register communication channels across the
8 x 8 CPE mesh, providing an important data sharing capability
at the CPE level [28].

Each CPE has two pipelines (PO, and P1) for decoding, issuing,
and executing instructions. PO is for floating-point operations,
and vector operations of both floating-point and integer. P1 is
for memory-related operations. Both PO and P1 support inte-
ger scalar operations. Therefore, identifying the right form of
instruction-level parallelism can potentially resolve the depen-
dencies in the instruction sequences, and further improve the
computation throughput.

2.3. Nodes interconnection

Compute nodes of the Sunway TaihuLight supercomputer are
connected via a customized network. The network is divided into

2 levels — a fat tree at the top and a supernode network at the
bottom. While the fat tree network is used for communicating
different supernodes, the bottom network is used to connect the
256 nodes within a supernode. TaihuLight uses FDR (Fourteen
Data Rate) 56 Gbps network interface cards (NICs) for connection
and the theoretical bandwidth between any two nodes is 14 GB/s.
The real network speed is 12 GB/s with a latency at the level of
micro-second when nodes are communicating via the Message
Passing Interface (MPI).

2.4. Related work

2.4.1. ASIC AES implementation

ASIC has the advantage of high efficiency and low power
consumption. Therefore, it is also adopted to implement AES-
specific devices. Wolkerstorfer et al. [27] presented a way to
implement AES S-Boxes in hardware with combinational logic.
The result circuit is of low transistor count and die-size, with a
delay below 15 ns. Giirkaynak et al. [11] presented an ASIC im-
plementation of the full AES algorithm, with a focus on balancing
the decryption and encryption path through some optimizations.
The result circuit can achieve a throughput of 0.265 GB/s for
128-bit keys. Shastry et al. [25] presented a low power ASIC
implementation of AES based on the so-called rolled architecture
that supports all key sizes. The implementation can achieve a
throughput of 0.2 GB/s for 128-bit keys and a power consumption
of as low as 22.58 mW. Schilling et al. [24] provided a 2PRG-based
hardware implementation of AES-128 in their custom System-
on-Chip (SoC). It has two AES-128 instances and can achieve
a maximum throughput of about 0.674 GB/s at a frequency of
256 MHz. Nevertheless, ASIC is not suitable for the data center
environment in that: (1) a single device cannot afford the high
throughput required, and (2) using more devices means extra cost
and complicate operations.

2.4.2. AES on GPU

Harrison et al. [12] presented the first implementation of
AES on GPU in 2007, achieving a throughput of 0.85 GB/s on
Geforce 7900GT GPU using DirectX 9. Nishikawa et al. [22] and
Iwai et al. [13] conducted the studies that try to figure out
the influence of parallel granularity and memory usage scheme
for GPU-based AES encryption. Guo et al. [10] implemented the
encryption of AES-ECB algorithm and achieved a throughput of
3.96 GB/s on NVIDIA GT200 GPU. The best AES performance they
can achieve is 4.375 GB/s on Geforce GTX285 GPU by adopt-
ing 16 Bytes per thread as the parallel granularity and storing
S-Boxes in shared memory. Nishikawa et al. [23] further evaluated
AES based on previously reported insights and achieved 6.33 GB/s
using NVIDIA Tesla C2050 GPU. In [15], the authors studied the
AES encryption on Tesla c20 with innovative Read-Only cache to
store S-Boxes. However, the achieved performance was extremely
poor so long as the input plaintext pattern became more random
and less repetitive. Recently, a new approach proposed by Lim
et al. [18] showed a scheme of restructuring the CPU-based bit-
sliced implementation of the AES [14], to process four 16-byte
blocks at a time and achieved 9.83 GB/s throughput on GTX 480
GPU.

2.4.3. AES on FPGA

Wang et al. [26] proposed an optimization solution for AES
used in storage area network applications on FPGA XC6VLX240T.
A throughput of 9.78 GB/s was achieved as a result. Liu et al. [21]
proposed a single pipeline design for the AES encryption algo-
rithm based on FPGA, and managed to achieve a throughput of
8.26 GB/s. However, even if FPGAs can achieve higher power ef-
ficiency, their overall performance is limited by the total amount
of hardware computing resources.
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2.4.4. AES on Sunway TaihuLight

Till now, few efforts are seen on designing parallel AES-ECB al-
gorithm based on the latest SW26010 processor except the work
in [4]. The authors in [4] showed a distributed implementation of
AES algorithm on the Sunway TaihuLight system. Although a good
scalability was achieved, that is, 998 x speedup with MPI on 1024
nodes compared with the case on one node, their implementation
performs poorly on a single SW26010 node, with a throughput
of only 0.064 GB/s. In their work, plaintext data was processed
by computing cores in parallel and no fine-grained vectorization
optimization was exploited inside computing cores.

3. AES implementation on a single SW26010 chip

To map AES workflow to the SW26010 many-core architec-
ture to get high throughput, the key is to exploit all possible
parallelism provided by the architecture.

e Inter-CPE Data Parallelism. Whenever possible, we should
try to utilize 256 CPEs to conduct AES encryption of inde-
pendent plaintext blocks in parallel.

e Intra-CPE Data Parallelism. This can be achieved by using
the 256-bit SIMD instructions to load more data at once and
process them in parallel.

e Instruction-level Parallelism. Since there are two pipelines
in a CPE and each can perform (different stages of) several
instructions at once, we can adjust AES workflow and fulfill
more efficient instruction scheduling to overlap instruction
executions on two instruction pipelines to get more benefit.

3.1. Inter-CPE data parallelism

In AES, the plaintext to be encrypted can be divided into
several independent fixed 16-byte plaintext blocks and processed
in parallel. Therefore, it is natural to exploit data parallelism by
assigning computations of plaintext blocks to 256 CPEs. A two-
level parallel model is implemented for SW-AES method. Four
processes are launched on 4 CGs by their MPEs to encrypt 1/4
of the whole plaintext. Inside each CG, each process launches 64
threads on 64 CPEs to encrypt a block of plaintext simultaneously.

To distribute plaintext data blocks to 256 CPEs, data move-
ment strategy should be carefully investigated. The SW26010
architecture provides two memory access patterns for data trans-
fer between the main memory and registers of CPEs. The CPE
mesh can access data items either directly from the main mem-
ory, or from the three-level (REG-LDM-MEM) memory hierarchy.

30 T T T
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S
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Fig. 4. DMA put bandwidth with different numbers of cores by different block
sizes.

In the first case, the CPE mesh can directly access data items
from memory by gload/gstore instructions. Such a direct memory
access pattern does not take advantage of any possible data
locality in cache. Moreover, the actual interface of gload/gstore
only provides a physical bandwidth of 8 GB/s, leading to an
extremely low utilization of the computing capability because it
wastes most of time on data movement. In the second case, the
CPE mesh accesses the data items through the MEM-LDM-REG
hierarchy. We apply DMA operations to load plaintext into LDM
first, and then load data into the register file for the computation.
After computation, we store the obtained cipher text into LDM
and transfer them back to the main memory by DMA operations.
In this case, the LDM serves as a cache for each CPE. As shown
in Figs. 3 and 4, the effective bandwidth for DMA load and store
ranges from 4 GB/s to 28 GB/s. In general, a higher bandwidth
over 24 GB/s is achieved with a block size larger than 256 bytes
when all 64 cores are involved, accounting for about 70% of the
theoretical DMA bandwidth. We adopt the second way for plain-
text transfer between memory and registers and each CPE uses
DMA to fetch data blocks as large as possible. In addition, double
buffering technique is adopted to overlap DMA with computing.
That is, while the data is computed in one LDM buffer, the next
plaintext block is loaded into another LDM buffer by DMA.

SW26010 adopts a heterogeneous multi-core architecture
combining on-chip computing array clustering and distributed
shared storage, with a uniformly addressed on-chip main mem-
ory space that can be accessed by both the operation control core
and the computing core. The way to run tasks on multiple CPEs
in parallel is closely related to the memory operation modes. Ac-
cording to the structural characteristics of SW26010, two modes
allowed are as follows in the Sunway TaihuLight supercomputer
system:

1. Full-chip sharing mode: each running process can access
the entire 32 GB memory. When 4 CGs perform data access
at the same time, each CG can at most get 1/4 on-chip
network bandwidth.

2. Core group private mode: there is no memory sharing
between any 2 CGs and each CG can only access its own
8 GB private memory.

The parallel model with the full-chip sharing mode is shown
in Fig. 5, where 4 pthread threads are created and allocated to
4 CGs automatically by the system. In each CG, the system uses
its own slave thread acceleration athread library to accelerate
program performance. The parallel model with the core group
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private mode is shown in Fig. 6, where each CG initiates a process
for data processing.

3.2. Intra-CPE data parallelism

Based on our two-level parallel model, we intend to exploit
the SIMD and instruction-level parallelism inside one thread of
each CPE. However, implementing a parallel AES algorithm in one
CPE is not a straightforward task due to the following reasons.
First, the input data to be processed during the AES workflow is
only 128 bit, making it difficult to exploit the parallelism provided
by the 256-bit SIMD instructions. Second, operations critical to
cryptography such as vsrlw and seleqw, which are used in al-
ready known solution [3], are not supported in CPEs of SW26010.
Furthermore, the instruction set of CPE does not support SIMD
operation on 1-byte elementary data type. Unfortunately, the
random lookup of the fixed S-Box table in the AES workflow
works in a bytewise fashion, that is, it can only process one byte
at a time. Third, different from other popular parallel architec-
tures such as GPU and Xeon Phi, which allows another group
of threads to be issued to instruction execution pipeline when
one group of threads is stalled, SW26010 requires programmers
to explicitly control the instructions execution sequence. Finally,
since the compilers on SW26010 provide no support of automatic
vectorization to exploit SIMD capability, programming in such an
environment poses a significant challenge.

To resolve the above difficulties, we propose three optimiza-
tion techniques to exploit intra-CPE parallelism, namely a SIMD-
friendly data layout to easily exploit data parallelism inside a
CPE, a semi-SIMD style S-Box lookup approach to eliminate the
performance degradation from non-vectorized LDM access and
a Pipelined Step Execution workflow to fully utilize the two
instruction pipelines. For the sake of clarity, we list the data struc-
tures used in Table 1 before introducing the above techniques in
detail.

3.2.1. SIMD-friendly data layout

As aforementioned in Section 2.1, AES works on the basis of a
4-by-4 byte array called state. Merely conducting AES operations
on one state array is insufficient to exploit the SIMD capability of
256-bit vector registers. Even if we can load 2 states into a single
vector register at the same time, the SIMD capability will not be
unlocked naturally because the byte elements, which appear in
the register in a fixed order, are not contiguous either in the view
of ShiftRows operation or in the view of MixColumns operation
— the former works in row-major order and the latter works in
column-major order. To deal with the problem and make full use
of the SIMD capability to boost performance, a SIMD-friendly data
layout is proposed.

A SIMD-friendly data layout is possible because: (1) there
is no dependency between different states so that they can be
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Fig. 6. The parallel model with CG private mode.

manipulated at the same time, and (2) there are enough (32)
vector registers in one CPE. The idea of our SIMD-friendly data
layout is straightforward. Since a 256-bit vector register can hold
32 bytes and each row of a states array has 4 bytes, we treat 8
states as a batch and deploy 4 registers to make the corresponding
row in one batch to appear in one register as shown in Fig. 7,
where the input byte stream is also shown. Such a data layout is
SIMD-friendly because both ShiftRows and MixColumns can now
perform directly on the bytes in one register. Please note that,
although our idea of SIMD-friendly data layout is straightforward,
deriving such a layout efficiently in the real world is not as easy
as shown in Fig. 7, for the input data block (i.e., input stream in
the figure) appears in column-major order from the perspective
of the state array and at most two data blocks can be processed
at the same time even with the help of 256-bit vector register.
Indeed, a carefully designed transformation scheme is needed.

The transformation scheme we present is illustrated in Fig. 8.
It consists of 4 steps and works entirely with SIMD instructions.
At the very beginning, we use 4 vidd instructions to load 8 states
from LDM to four 256-bit vector registers, each maintaining two
states. Treating every 4 bytes in the input stream (corresponding
to one column of a state array as shown in Fig. 7) as an integer, we
then get 32 integers, namely A0, A1, ..., H3 as shown in Fig. 8. The
first three steps work on integers. Each step executes a shuffle
instruction with a different mask. Different colors in the figure
indicate different columns of a state array. After the first three
steps, the integers belonging to the same column of different state
arrays are in a single vector register. Step 4 works on bytes, where
each integer is viewed as 4 bytes with different colors indicating
different positions (i.e., row numbers) in a state array. Vectorized
SHIFT and AND instructions are used in this step to move the
bytes to form the final SIMD-friendly data layout. Please note that
all instructions here just change the positions of elements (either
integers or bytes) rather than their contents.

In the end, we would like to make the following points clear.
First, transformation is also needed to flush the produced cipher
text back to the main memory. It is not discussed here because it
can be easily implemented by reversing the steps and instructions
mentioned above. Second, with the help of SIMD instructions,
the transformation is very efficient. All transformations plus data
loading and storing only take up 2%-3% of the whole AES work-
flow. Third, since the SIMD-friendly data layout changes the
positions of bytes in a state array, the corresponding roundkey
should be adjusted accordingly to facilitate vectorized operations
and to ensure correct results. This is easy to do, for the roundkey is
also a 4-by-4 byte array and keeps unchanged in one round. The
only action needed is just to duplicate every byte of the roundkey
8 times and place them in the corresponding positions of the
vector register. We call the key obtained in this way ExtRoundKey.
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Table 1
Data structures used during the SW-AES workflow.
Name Size Location Description
state 128 bits LDM Mentioned in Section 2.1.1
state batch 128 x 8 bits 4 registers 8 state arrays perform transformation together
plaintext block 128 x bytes LDM A block of plaintext fetched by DMA
S-Box 256 bytes LDM Mentioned in Section 2.1.1
ExtS-Box 1024 bytes LDM Extend each Byte in S-Box into integer
roundkey 128 x 11 bits LDM Mentioned in Section 2.1.4, there are 11 roundkeys in total for 128-bit cipher keys
ExtRoundKey 128 x 11 bytes LDM Duplicate each byte in a roundkey 8 times, refer to Section 3.2.1 for more details
128 bytes
|
input stream | by | by | b, | by | by | bs | bg | by bys D115 | P11z | Prag | biss b1y,
array format in-register data layout
by | by | bg | by, D112 | Pise | Prag | Prag _’| by | b, | by | bj, | |b11z | b116 | b120 | b124 | register
by | bs | by | by b113 | P1a7 | Prag | bras _'| b, | b | by | b3 | |b113 | bys; | b1 | biys | register
b, | bg | by | bis b114 | biss | b1aa | D126 _’| b, | b | bio | by, | |b114 | bi1g | b, | b6 | register
by | by | by [ bis buss | Buss | Bias | iy | — | bs | By | buy [ bis | o [ Buss | b | buss | by | reister
state, state, 256 bits / 32 bytes

Fig. 7. An illustration of our SIMD-friendly data layout and an intuitive way to get it. Here one column of a state array corresponds to 4 continuous bytes in the

input stream.
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Fig. 8. A scheme to transform eight 128-bit state arrays into a SIMD-friendly data layout, where different characters indicate different state arrays, with Ai indicating
the 4 bytes (forming an integer) in column i of the corresponding state array and Aij indicating the byte at [j, i] (namely Aij = statel[j, i]). In the top of the figure,
we illustrate how the instruction Shuffle(X1, X2, mask) works. X1 and X2 are two 256-bit registers each of which holds 8 integers. The mask (i.e., {2,3,4,6,0,1,47}) is
used to indicate which 4 integers in a register will be taken to the new register. In this case, the first 4 integers (i.e., c, d, e, g) come from X1 and the rest 4 integers

(ie., i, j, m, p) are from X2.

3.2.2. Semi-SIMD style S-Box lookup

The data layout proposed previously makes it possible to fully
exploit the SIMD parallelism of such operations as ShiftRows,
MixColumns and AddRoundKey. However, the operation SubBytes
cannot make full use of SIMD parallelism because S-Box lookup
according to state[i, j] incurs a lot of random access. A naive and
intuitive solution is to convert S-Box into a vector, extract the
desired bytes with vector operations, and transform the extracted

bytes back into scalars. However, scalar operations to load ele-
ments of S-Box from LDM and insert them into the original vector
consume a lot of CPU cycles, which is non-negligible.

To eliminate the overhead of vector and scalar transformation,
a three-stage semi-SIMD style S-Box lookup strategy is proposed
in accordance with the SIMD-friendly data layout, as illustrated in
Fig. 9. The first stage is called extend stage, for we in this stage ex-
tend each byte of the input vector into an integer. With 3 vsrlw
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8 integers in I reg

blol b4 | b8 [B12] bi16]520)
bl [ b5 ] b9 [b13] bi17] 021
b2 1 b6 [b10]bI4] bi8]b22
b3 1 b7 611 ThIs] h19] 623

Input : 32 bytes in I reg
Leol b1 1 62] 63| .| B3I K Extend
| S——
Integer

Output : 32 byies in I reg c0l c41 c8 Teid] ci6] c20] c24] 28
mmEEne & Tes T o Tei3] ci7] c2if 25T 29
—]

Integer

\/[—‘ c2 ] 6 cio]cid] ci18] c22] c26] 30
c3 T c7leriTeis] e19] c23] c27] c3l

8 integersin I reg

selldw Va, Rb, #c, Vd

g 0 1 2 3 4 5 6 7
/% va [ o BE 6l 620

sk

simd_lookup

ExtS-Box —»
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Rb=Addr(ExtS-Box)

Fig. 9. Vectorized random table lookup operation. The input vector supplies the text (in SIMD-friendly layout) to be encrypted.

(vectorized SHIFT) instructions and 4 vandw (vectorized AND)
instructions, the original input vector is extended into 4 intv8
vectors. Please note that S-Box should be extended in the same
way in advance in order to facilitate the following operations. We
use ExtS-Box to denote the table after extension. The second stage
is table lookup stage. We finish the task with selldw, a unique
instruction provided by SW26010 for selecting and loading data
in word. The full format of the instruction is selldw Va, Rb, #c,
Vd, where Rb is a 32-bit operand indicating the starting address
of the memory (namely ExtS-Box here) to be looked up in LDM, Va
is a 256-bit extended intv8 vector with 8 integers each of which
specifies an offset to Rb, #c is an operand with the valid value
in [0, 7] to indicate which integer in Va is selected, and Vd is
the register for the return values. Eight selldw instructions are
executed with #c decreasing from 7 to 0 to finish the processing
of Va and store the final result in Vd. With the help of selldw
instruction, all data are manipulated in vectors, thus avoiding the
overhead of frequent vector-scalar transformation. The last stage
is shrink stage, where we shrink integers back into bytes and
combine the elements in 4 integer vectors into one byte vector.

3.3. Instruction-level parallelism

Each CPE of the SW26010 processor has two instruction
pipelines, namely PO and P1. Floating-point operations and vector
operations can only be handled on PO. Control transfer operations,
load|/store and register communication operations for both scalar
and vector can only be handled on P1. In each cycle, if the next
two instructions in the front of the instruction queue can be
issued into two instruction pipelines separately, we can exploit
the instruction-level parallelism (ILP) inside one CPE.

We propose a Pipelined Step Execution technique to balance
the utilization of two instruction pipelines to increase ILP. We
notice that the execution steps of the AES workflow can be
categorized into two different types as PO-pipeline bounded
and P1-pipeline bounded kernels, according to their computing
patterns. Step SubBytes, as mentioned in the previous subsec-
tion, mainly involves LDM access operations on P1-pipeline. Step
ShiftRows, which includes vectorized shift operations, and Mix-
Columns, which includes a set of logical instructions, can be
executed on PO-pipeline. Step AddRoundKey is divided into two
parts. The part which requires to access a specific part of 128
bytes ExtRoundKey each round can be implemented with vec-
torized load instruction and executed on P1 pipeline. The part
that performs vectorized XOR operations is PO pipeline bounded.
Without affecting the dependencies of the AES workflow, we
rearrange the workflow of AES into pipeline-fashion as depicted
in Fig. 10. By overlapping execution of P0O-bounded and P1-
bounded steps on independent state data, we can fully utilize the
two pipelines.

Register  SubBytes Q) AddRoundKey-load Q) ShiftRows Q)

V@C’m”' MrColumm @) Ada’RoundKey Xor @ PO P1
3| | 5 ©Je) @
ol 00 %
HRSoTe 0 %®%%

- Time

Fig. 10. Pipelined workflow to increase Instruction-Level-Parallelism (ILP).

load balancer

system-level | COMPute Compute compute
V! node 1 datal node 2 dataz node N @

node-level process 0 process 1 process 2 process 3
(CGO) (CG1) (CG2) (CG3)

user request

Fig. 11. Parallel scheme for offline encryption.

4. Running AES on the whole system

Since the processing capability of a single SW26010 processor
is high enough (please refer to Section 5.1.1 for details), running
AES on the whole system is only needed when the input data
volume is very large. Corresponding to the scenarios mentioned
in Section 1, two parallel schemes are developed as follows.

The parallel scheme for the offline scenario is illustrated in
Fig. 11, where data is distributed in multiple nodes with the
volume at each node known in advance. First, a root process
receives a request that specifies the cipher key, the number of
nodes to be used as well as the location of data to be encrypted.
After that, roundkeys are generated and broadcast to all the nodes
involved along with ExtS-Box. Next, parallel execution at the node
level starts, which has been discussed previously in Section 3
and will not be repeated here. Here the core group private mode
is suggested because, as shown in Fig. 13, it can gain better
performance at most time. Since the volume of data at each node
may vary greatly sometime in the real world, a load balancer is in-
troduced to balance the load of different nodes. As different parts
of data are independent during encryption and the data volume at
each node is known in advance, the balancing policy we use - to
make every node process the same amount of data while with the
data transfer time taken into consideration - is simple and will
not be further explained in detail here. Indeed, when each process
deals with a large amount of data, the data transfer time can even
be hidden (i.e., overlapped with computation) by processing the
incoming data first.
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Table 2

System configurations.
Item Value
Processor SW26010

Operation system
Instruction set

C compiler

MPI compiler

Sunway Raise OS 2.0.5 (based on Linux)
Sunway-64 Instruction Set

sw5cc.new Version 5.421-sw-496
mpiCC Version 5.421-sw-496

The parallel scheme for the online scenario is illustrated in
Fig. 12, where an input data stream is supplied along with other
request parameters such as the cipher key. The detailed work-
flow is as follows. First, a root process generates roundkeys and
broadcasts them to all the nodes involved along with ExtS-Box as
does in the offline scenario. Then, the root process continuously
splits the incoming data stream into fixed-sized data blocks and
sends them to various nodes for processing. To balance the load,
the root process tries to send each node the same amount of data.
After that, data blocks are processed at each node independently.
Here the full-chip sharing memory mode is used in order to
hold in memory as many data blocks as possible. In addition,
a double-buffer mechanism is used to overlap computation and
communication so that no on-chip mesh network resource is
wasted during cipher calculation. After a data processing task
is complete, the root process collects the output. The procedure
stops until no more data is coming and all data processing tasks
are complete. In the end, we should point out that the data block
size has great impact on the system performance. As can be seen
from Fig. 13, the amount of data allocated to each core group
each time must be no less than 64 MB in order to maintain
system performance because it is only under this condition that
the pthread startup overhead can be ignored.

5. Performance evaluation and analysis

We implement SW-AES using a two-level multi-threading pro-
gramming model, with MPI to launch 1 (full-chip sharing mode)
or 4 (core group private mode) processes on 1 or 4 MPEs of a sin-
gle chip and Sunway OpenACC /Athread to launch 64 light-weight
threads to the 64 CPEs within one CG. It is Sunway OpenACC that
conducts data transfer between main memory and LDM and uses
the Athread threading library to manage threads on CPE and to
distribute the kernel workload to them. Except that the SubBytes
Step is implemented with assembly codes, the other steps are
implemented with C programming language. We perform the
experiments on a single SW26010 processor as well as the whole
system of the Sunway TaihuLight, with the configurations listed
in Table 2.

5.1. SW-AES performance on a single node

5.1.1. Overall performance

Fig. 13 shows SW-AES throughput with various input data
sizes and memory operation modes. It is easy to see that, for the
core group private mode, SW-AES throughput increases almost
linearly with the input data size increasing from 1 kB to 8 MB.
When the input data size is larger than 16 MB, it can achieve a
throughput over 12.5 GB/s. The throughput increase drops rapidly
after the input size is greater than 4 MB and stops at 256 MB
because the computing resources (i.e., CPEs) are insufficient, for
the DMA bandwidth is still underutilized now. In all, a maximal
throughput of 13.50 GB/s can be achieved. The throughput of the
full-chip sharing mode is lower and increases more slowly at the
beginning, but it approaches that of the core group private mode
when the input data size is larger than 64 MB.

input data stream

root process

o
S
S
data bloc

system-level | COmPute compute compute

Y node 1 node 2 node N

node-level pthread O | | pthread 1 | | pthread 2 | | pthread 3
(cGo) (CG1) (cG2) (CG3)

Fig. 12. Parallel scheme for online encryption.

Throughput (GB/s)
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Fig. 13. The SW-AES overall performance with various plaintext block sizes in
different memory operation modes.

To make the performance gains clearer, Fig. 14 illustrates the
proportion of calculation time, DMA data transfer time, thread
start-up time and the calculation time overlapped by double
buffer in the core group private mode. The case of full-chip
sharing mode is not given here because it works in the same
way except that it introduces additional pthread startup time,
which is more than 60 times of the athread startup time. We
can see that, when the input data size is less than 1 MB, the
thread start-up time on CPE is non-negligible. An interesting fact
is that double-buffer technique, which is also used in [4], has
limited benefit to the overall performance. The reason is due
to the special DMA mechanism of the SW26010 processor: CPE
mesh conducts asynchronous DMA operations across 4 groups
of CPEs within one CG, whereas sequential DMA operations are
performed within each group. Thus, computation on one CPE
group has already been overlapped with DMA on another CPE
group even if a single buffer is used for DMA operation. As a
result, only limited improvement is achieved with the double
buffer technique on SW26010.

According to Fig. 14, we can conclude that when the input data
size is less than 4 MB, the startup time (athread startup time)
of the CPE cannot be ignored. Similarly, in the full-chip sharing
mode, the pthread startup time (overhead) is also non-negligible.
The performance depends on the input data size greatly. When
the input data size of each CG is less than 64 MB, the performance
of full-chip sharing mode is limited due to the pthread startup
time, which has a large impact on the performance of the system.
When the input data size of each CG is greater than 64 MB, the
percentage of computing time gradually increases, and the impact
of pthread startup time on the system decreases accordingly. The
figure also shows that only when the processed data block is
large, the full-chip sharing mode has the advantage; otherwise,
its startup time becomes the bottleneck of system performance
acceleration.

5.1.2. The effect of various optimizations
We also do some experiments to show the benefit of various
optimization techniques proposed in this paper to the overall
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Fig. 14. Percentage of calculation time, double buffer overlap time, data transfer time and thread startup time of SW-AES workflow under various plaintext block

sizes in the core group private mode.
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Fig. 15. The effect of different optimization techniques on the SW-AES overall performance under various plaintext block sizes. The throughput here is obtained on

one core group.

performance. Fig. 15 shows the results on one CG with respect
to different input sizes (from 1 kB to 256 MB). Different colors
in the figure refer to the original non-vectorized implementation
(denoted by Original parallel), implementation with the vector-
ization based on SIMD-friendly data layout method (denoted
by SIMD), implementation with SIMD and a semi-SIMD fashion
lookup table method (denoted by SIMD+selldw), and implemen-
tation incorporating all the optimization techniques (denoted by
SIMD+selldw+Pipeline), respectively.

It is easy to see from the figure that directly using SIMD
cannot improve performance. On the contrary, the performance
is somewhat decreased. The reason is that the non-vectorized
S-Box loop-up operation produces a huge amount of overhead
when extracting elements from and inserting scalar elements
into vector registers. However, it provides a good basis for the
following operations. In detail, the proposed semi-SIMD fashion
lookup table scheme is able to produce obvious benefits for all
input sizes, with a speedup ranging from 1.4x to 4.6x. The
maximum throughput for all input sizes is achieved with further
using the pipelined workflow approaches, obtaining speedups of
2.3x to 6.9x over the corresponding original implementation.

5.2. SW-AES scalability

We evaluate the scalability of SW-AES on multiple nodes, with
the experimental results shown in Fig. 16 (for weak scaling) and
Fig. 17 (for strong scaling) respectively. Since the throughput of
a single SW26010 processor can reach as high as 13.50 GB/s and
the real network speed is only 12 GB/s when compute nodes are
communicating via MPI, the network is obviously a bottleneck
for data distribution in the online scenario. For operations with
larger keys, more nodes would do help to the performance of
on-line mode, but the benefit is limited because only 20% (for
192-bit keys) or 40% (for 256-bit keys) more computation is
needed and network is still a bottleneck. Therefore, our exper-
iment here omits the online scenario and focuses only on the
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Fig. 16. Weak scaling of SW-AES on multiple nodes, where each node processes
1 GB data.

offline scenario with different memory operation modes. Also, the
result of related work [4] is listed as a comparison.

For weak scaling, all three cases can achieve a parallel effi-
ciency over 97.5%. It means near-linear scalability, that is, using
N nodes means nearly N times faster. This is because data par-
allelism scheme is adopted among multiple compute nodes and
the information exchanged between nodes is relatively small so
that the cost is negligible when each node processes a large
amount of data. For strong scaling, near-linear scalability can also
be achieved for all three cases when the number of nodes is
less than 256. But, except for the core group private mode, the
speedup rates drop greatly as the number of nodes increases. This
is because, with more nodes, the data to be processed at each
node gets less, making the once negligible overhead (i.e., CPE start
time as shown in Fig. 14) obvious.

Please note that the result reported here is an ideal case where
each node processes the same amount of data. For applications in
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Fig. 17. Strong scaling of SW-AES on multiple nodes, where the data to be
processed is fixed to 4 GB.

Table 3
A comparison of SW-AES with other work on a single device.

Hardware device Work Throughput Peak performance
FPGA XC7VX690T [21] 8.26 GB/s Inapplicable
FPGA XC6VLX240T [26] 9.78 GB/s Inapplicable
GeForce GTX 285 [13] 4.4 GBJs 0.709 TFlops
Tesla C2050 [23] 6.33 GB/s 1.03 TFlops
NVIDIA GT200 [10] 3.96 GB/s 0.293 TFlops
GeForce GTX 480 [18] 9.83 GB/s 1.345 TFlops
SW26010 This paper 13.50 GB/s 3.06 TFlops

the real world, the data generated at different nodes might not be
that even. Therefore, it is hard to achieve near-linear scalability.
Depending on the data distribution, the speedup that can be
obtained might be quite different. Since applications are diverse
and it is difficult to define a typical one to cover all the conditions,
we do not show the scalability of real world applications here.
But one worst case we would like to point out here is that there
is only one node containing the data generated. Since network
is a bottleneck as aforementioned for the online scenario, the
maximal speedup that can be achieved in this case would be no
more than 2x. That is, besides the local node, the data can only
be sent to another node for processing without resources being
wasted.

5.3. Comparison with related work

5.3.1. Comparison with the work on the Sunway TaihuLight

The work reported in [4] is the only related work done on
the Sunway TaihuLight. The comparison between it and SW-AES
(core group private mode) is shown in Fig. 18. In accordance with
the settings in [4], only the block sizes between 1 MB and 1
GB are used at each node, which means a total input data size
between 1 GB and 1024 GB as shown in Fig. 18. It is easy to see
from the figure that SW-AES performs much better than the work
in [4], with a throughput improvement about 216.23x when the
block size is 1 GB. Indeed, more throughput improvement can be
gained with smaller block size. The reason is that the work in [4]
did not take into consideration the fine-grained vectorization and
pipelined execution as we do.

From the experimental results shown in Fig. 18, we can draw
the conclusion that SW-AES has an aggregated throughput of
13819.25 GB/s (i.e., about 13.495 GB/s each node) on 1024 com-
puting nodes with each processing 1 GB input data, while the
work by Chen et al. [4] has an aggregated throughput of only
63.91 GB/s (i.e., about 0.062 GB/s each node). This is consistent
with the result shown in Fig. 16.

5.3.2. Comparison with other related work

As aforementioned in Section 2.4, there are also other ways
to boost AES algorithm besides the work on the SW26010 pro-
cessor. Table 3 lists the comparison results between SW-AES and
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Fig. 18. Throughput comparison between SW-AES (core group private mode)
and the work by Chen et al. [4] under various plaintext block sizes. The input
data is evenly distributed on 1024 nodes.

other works on FPGA [21,26] and GPU [10,13,18,23], where peak
performance means the maximum performance in theory. For
FPGA, the peak performance is marked with inapplicable because
it depends on how circuits of the FPGA card are used. Please note
that the data presented here are taken from the corresponding
papers, and only the maximum throughputs are listed. For SW-
AES, a maximum throughput of 13.50 GB/s can be achieved on
a single processor due to the novel techniques proposed. This
value exceeds those on the mainstream HPC (high-performance
computing) accelerators such as FPGA and GPU. Since different
hardware devices are used and only operations of integer are
involved in AES, the peak performance and the comparison result
can only be used for reference.! Anyway, it indicates SW-AES is
a promising and efficient solution for data encryption/decryption
on the Sunway TaihuLight supercomputer.

6. Conclusion

In this paper, we reported our effort on accelerating AES en-
cryption/decryption on the Sunway TaihuLight, one of the fastest
supercomputers in the world that is homegrown in China. We
presented SW-AES, a parallel version of AES algorithm on the
Sunway TaihuLight. With a set of optimization techniques pro-
posed, namely, task-level parallelism among many CPEs, data-
level parallelism via SIMD, and instruction-level parallelism via
pipelined execution, SW-AES managed to achieve a throughput
of 13.50 GB/s on a single SW26010 processor. When running on
1024 computing nodes with each processing 1 GB data block, SW-
AES can achieve a throughput as high as 13819.25 GB/s, compared
with 63.91 GB/s of the latest work done on the Sunway Taihu-
Light [4]. SW-AES throughput on a single SW26010 processor also
excels over that of the work on FPGA and GPU. As FPGA and GPU
are nowadays widely used for data processing and protection, the
great throughput gain achieved by SW-AES implies the SW26010
processor is a promising candidate for the AES algorithm.

In the end, we would like to point out that, though the tech-
niques presented here are specially designed for AES, the idea of
boosting performance systematically with full architectural fea-
tures taken into consideration is applicable to other applications

1 Since both GPU and SW26010 are optimized for floating-point operations,
roughly speaking, the performance of integer operations is about 1/4~1/3 of the
floating-point performance.
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including traditional HPC and/or MPI applications like scientific
computing and the emerging ones like deep learning. Of course,
different steps should be taken when applying the idea to other
applications due to the difference between applications. One ex-
ample can be found in [16]. It showed how to accelerate deep
learning applications in a systematic way. Besides such mecha-
nisms as utilizing inter-CPE parallelism as much as possible, large
data block transfer between main memory and LDM via DMA, and
SIMD-friendly data layout mentioned in this paper, it developed
other optimizations such as improved all-reduce communication
and parallel I/O operation. In the end, since SIMD instructions
are widely supported by modern processors, the idea of making
SIMD-friendly data layout can also benefit applications on the
other supercomputers.
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