The 28th International Conference on Distributed Computing Systems

End-to-end Congestion Control for High Speed Networks
Based on Population Ecology Models

Xiaomeng Huang, Fengyuan Ren, Guangwen Yang, Yongwei Wu, Weiming Zhen, Chuang Lin
Department of Computer Science and Technology
Tsinghua University, Beijing, 100084, China
{huangxiaomeng,renfy,ygw,wuyw, zwm-dcs,chlin} @tsinghua.edu.cn

Abstract

Since TCP congestion control is ill-suited for high speed
networks, designing a replacement for TCP has become a
challenge. To address this problem, we extend the popu-
lation ecology theory to design a novel congestion control
algorithm. We treat the network flows as the species in na-
ture, the throughput of the flows as the population num-
ber, and the bottleneck bandwidth as the food resources.
Then we use the key idea of constructing population ecol-
ogy models to develop a novel congestion control model,
and implement the corresponding end-to-end transport pro-
tocol through measurement, which called Population Ecol-
0ogy TCP (PE-TCP). The theoretical analysis and simula-
tion results validate that PE-TCP achieves high utilization,
fast convergence, fair bandwidth allocation, and near-zero
packet drops. These qualities are desirable for high speed
networks.

1 Introduction

With the rapid advances in the deployment of ultra
high speed links in the Internet, many recent studies re-
ported that the classical Additive Increase Multiplicative
Decrease(AIMD) mechanism[4] used in TCP does not per-
form well in high speed networks.

This problem motivates the proposal of several new high
speed transport protocols, each with their own strengths and
limitations. It is possible to classify these protocols into two
types: implicit congestion feedback and explicit conges-
tion feedback[15]. Implicit congestion feedback schemes,
such as HSTCP[5], STCP[10], BICTCP[18], CUBIC[14],
Layered TCP[3], FAST[8] and many more, keep the end-
to-end principle, and use the loss or delay as the conges-
tion signal which is incidental to the delivery of the pack-
ets. Explicit congestion feedback schemes, such as XCP[9],
CADPCJ[16], EMKC[19] and VCP[17], use direct commu-
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nication from routers to tell the end hosts the state of the
network, accomplished by sending special packets or by
changing some fields in packets as they traverse the routers.
The use of explicit congestion feedback is likely to result
in superior congestion control protocols that converge faster
and keep lower packet loss rate than protocols using implicit
congestion feedback. However, given a lack of deployment
of router features for explicit congestion feedback, a trans-
port protocol relying on implicit congestion feedback is eas-
ier to deploy now.

In this paper, we propose a pure end-to-end and measure-
ment based solution, which combines some advantages of
implicit congestion feedback and explicit congestion feed-
back, i.e., high utilization, fast convergence, fair bandwidth
allocation, and near-zero packet drops. Motivated by ex-
plicit congestion feedback, we believe that if end nodes
could know the network state, the control decision based
on them should be more effective. Indeed, some basic
information of the network, such as the bandwidth, the
aggregate throughput and the instantaneous queue length
in the bottleneck link, is not hard to be measured. For
example, we can measure the bottleneck bandwidth via
packet pair technique[11], which has been also used in TCP
Westwood[6] and some active probe tools. In additional, the
aggregate throughput and the instantaneous queue length in
the bottleneck link can be observed from the variation in
RTT.

Our contribution in this paper is that we extend the pop-
ulation ecology theory to design a novel congestion con-
trol algorithm for high speed networks based on the net-
work state information. Population ecology[2], which is
the branch of ecology that studies the dynamics of popula-
tions, has something in common with congestion control. In
essence, the major problem in both cases is resource alloca-
tion. For instance, in population ecology, different species
in nature compete for food resources, and in congestion
control, network flows have to compete for bandwidth re-
sources. In order to study the rules of population evolution
as time goes on, biologists have proposed many classical
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and practical models. If we treat the network flows as the
species in nature, the throughput of the flows as the pop-
ulation number, and the bottleneck bandwidth as the food
resources, these mature population ecology models would
be helpful to design a novel congestion control algorithm.

Therefore, we use the key idea of constructing popula-
tion ecology models to develop a totally different conges-
tion control model, and implement the corresponding proto-
col, which is called Population Ecology TCP(PE-TCP). To
gain insight into the behavior of PE-TCP, we prove the local
asymptotic stability and analyze the efficiency and fairness
convergence speed of PE-TCP, and then determine the pre-
set parameters of PE-TCP. Finally, we evaluate the perfor-
mance of PE-TCP using ns2 simulations.

The remainder of this paper is organized as follows. In
section 2 we introduce the fundamentals of population ecol-
ogy theory. Then we discuss the basic relationship between
the population ecology models and the congestion control
models. Section 3 presents the model and the implementa-
tion of PE-TCP. Section 4 evaluates its performance through
theoretical analysis. Simulation results are given in Section
5 and related works are discussed in Section 6. Finally, Sec-
tion 7 concludes the paper and describes the future work.

2 Fundamentals

In this section, we introduce the fundamentals of popu-
lation ecology models, and explain how to relate congestion
control with population ecology.

2.1 Population Ecology

Population ecology is the branch of ecology that studies
the dynamics of populations. It is the most formalized area
in biology. In this section, we introduce two basic popula-
tion ecology models to explain the mathematical foundation
of population ecology.

2.1.1 Logistic Model

The Logistic Model was developed by P. Verhulst who sug-
gested that the ratio of population increase may be limited
by the limited resources.

dx(t)
dt

6]

Parameter x(t) is the population number. Parameter 7 is
the intrinsic rate of increase, which can be interpreted as a
difference between the birth rate and the death rate of popu-
lation. Parameter K is the upper limit of population growth
and it is called carrying capacity. It is usually interpreted as
the amount of resources expressed in the number of organ-
isms that can be supported by the resources. The population
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growth ratio d;”(g? declines with the population number x(t)

and reaches 0 when x(¢) = K. If population number ex-
ceeds K, then the population growth ratio becomes negative
and the population number declines.

2.1.2 Lotka-Volterra Model

The Logistic Model present the population growth of a sin-
gle species. In an attempt to understand large ecosystems,
the Lotka-Volterra model involving the interaction of more
than one species was proposed. This model is a develop-
ment of the logistic equation of population growth. To apply
the Logistic Model to two competing species, it is necessary
to determine the competitive impact of one species on an-
other, i.e., how many individuals of one species are equiv-
alent to one individual of another species in terms of their
use of the resource. This is the competitive coefficient, and
is denoted as w. For simplicity, we assume that two species
compete for K resources, and we have two sets of these
variables: x1, za, r1, ro. There are two competitive coef-
ficients: the perceived competitive equivalence of species 2
on a member of species 1(w;), and the perceived competi-
tive equivalence of species 1 on a member of species 2(w2).
Therefore the Lotka-Volterra Model can be expressed as:

dxy
t
dt

Overall, population ecology models, especially the
Lotka-Volterra Model, provide a mature mathematical
method to analyze how the multiple species share the lim-
ited resources. It is easy to see that the Lotka-Volterra
Model consists of:(1)the intrinsic rate of increase, and
(2)the density-dependent factor. When there is no resource
limitation, the population number will exponentially in-
crease with the intrinsic rate of increase. However, when the
resources are consumed gradually, the density-dependent
factor will have a greater influence on the population growth
rate, and finally force the population number to achieve a
equilibrium state.

= rlml(l — 7%11;{[)1:5.2)
= 7'2.’1,‘2(1 — Zox ol ;é)z'“)

2

The strong points of population ecology models, i.e., ex-
ponentially density-dependent growth and reasonable equi-
librium state, match the requirements of the high speed pro-
tocols exactly. Therefore it is instinctive to migrate the
models of population ecology to design a novel congestion
control algorithm. Just as we mentioned above, we can treat
the network flows as the species in nature, the throughput
of the flows as the population number, and the bottleneck
bandwidth as the food resources.
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Figure 1. PE-TCP in working

3 Algorithm Design
3.1 Model

Consider that N long-lived flows share the bottleneck
bandwidth B, the instantaneous throughput of the ith flow is
denoted as x;(t), and the aggregate traffic in the bottleneck
link is X (¢). Suppose the instantaneous queue length in the
bottleneck is ¢(t) and define a constant sampling interval T
according to the queueing traffic. We propose the following
congestion control model:

da;(t)
dt

X(t) +q(t)/T a
B o)

= ba(t) - (1 —

3)

where X (t) = vazl x;(t) and a, b and T are all positive
constant.

Based on the foundation of population ecology, the
control law of PE-TCP can be interpreted as the intrin-
sic rate of increase b, and the density-dependent factor is
(1- X(tHg(t)/T + bmf(t)). In order to control the queue
length, we treat the queueing packets as a special species
which also consumes a part of the bandwidth resources.
Then the available bandwidth should equal to the bottle-
neck bandwidth minus the aggregate traffic and the queuing
traffic in the router buffer. The term “1 — W” in
the density-dependent factor just represents the normalized
available bandwidth. To provide fast convergence to fair-
ness, we hope weak flow with low throughput can increase
more aggressively than strong flow with high throughput.
Thus we add the term “%#(t)” into the density-dependent
factor so that it is in inverse proportion to the current flow
throughput.

Clearly, the equation (3) can be simplified as :

dt

X(1) +a(t)/T,
B

=a+bx;(t) - (1 - 4)

From the equations (4), the growing process of PE-TCP
throughput can be separated into four phases as shown in
Figure 1.
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1. When the network load is low, the quantity (1 —
W) is close to 1, thus the throughput growth
is essentially given by (a + bx;(t)) which consists of a
linear increase and an exponential increase. Compar-
ing with AI mechanism in standard TCP, the PE-TCP
throughput growth just like a mechanism combined by
Al and MI in which a is the additive parameter and b
is the multiplicative parameter. As the network load
and flow throughput increase gradually, the quantity
(1— W) declines. Thus the dampening effect
increases until the available bandwidth is consumed.

2. Although the available bandwidth is consumed, the Al
mechanism causes the flow throughput to grow con-
tinuously. Thus the MI mechanism disappears and the
MD mechanism appears at this time because the quan-
tity (1 — W) become negative.

3. When the impact of the MD mechanism counteracts
the impact of the Al mechanism, the growth rate be-
comes zero and the throughput of the flow reaches a
steady state.

4. If the network load increases abruptly because of some
burst traffic, the queue length will become large so that
the impact of the MD mechanism overcomes the im-
pact of the Al mechanism and the throughput growth
rate becomes negative. Then the flow throughput will
decline negative exponentially until it returns to an-
other new steady state.

Clearly, due to the use of MI in the low load region, PE-
TCP converges exponentially fast to high utilization. It just
remedies the problem of standard TCP in high speed net-
works.

Another equation of the flow throughput and the queue
length is shown by the fluid-flow queueing model [13].
For the bottleneck link, given the aggregate arriving rate
and link bandwidth, we can calculate instantaneous queue
length ¢(t) from:

dq(t)

L2 = X(1)-B

= (if q(t)>0) &)
This equation shows that a queue will build up when the
aggregate arriving rate exceeds the link bandwidth.
Consequently, the system model of the network can be
described by the coupled, nonlinear differential equations

(4) and (5).
3.2 Implementation
For each flow, the variables B, X (t), and ¢(t) are nec-

essary information for executing the PE-TCP algorithm.
These variables can be obtained by measurement. The



packet pair technique, which is also used in TCP Westwood,
has been shown to be an effective method to measure the
bottleneck bandwidth B. And from the equation (5), we see
that if the varying rate of queue length dg(t)/dt could be
obtained, X (¢) would be calculated. The queueing delay,
which is obtained by RTT measurement, can be used to cal-
culate the instantaneous queue length and the varying rate
of queue length. Next we will introduce how to measure B,
q(t) and dq(t)/dt in detail.

We will first explain the variables that will be used in our
model-based congestion control. For each flow, let

e 7(t): the current RTT when a ACK packet is received.
® T,.in. the minimal RTT.

o 7,(t): the estimate of the current queueing delay, i.e.
Tg = T(t) — Trmin.

e 7,(t): when the sender prepares to send a packet, 7(t)
means the current RTT. When the corresponding ACK
packet returns to the sender, the new 7(t) is recorded.
Just before this time, we store the value of the old 7(¢)
into 7;(t) which means the last RTT.

e 7: the minimal period between two consecutive ACK
packets. Suppose the arrival time of the jth ACK
packet and the (j + 1)th ACK packet are ¢; and t;,
respectively, then we have 7o = min[(t2 — t1), (t3 —
to), ..o, (Ejg1 — £5), ...

When the sender receives the ACK packets, it records
the arrival time of every ACK packet. Then 7a is easy to
calculate. Based on packet pair technique[11], we have the
following equation:

B=—
TA

(6)

where B is unit on packet per second.

In the PE-TCP algorithm, the sender records 7(¢) and
Tmin 10 real time. Using the queuing delay, the instanta-
neous queue length can be calculated from:

T(t) = Tmin

TA

q(t) = 74(t) B N

Suppose the sample period is 7(¢), the varying rate of queue
length dg/dt can be approximated as:

da(t) _ Aq () glt—7)
At 7(t)

dt
When the queue is empty, it means that there are enough
bandwidth resources to allocate and there is no competition
among the flows. Therefore for the ith flow, we assume it

7(t) — 7 (t)

T(t) - TA

®)
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Table 1. Pseudo-code of PE-TCP Algorithm.
function Send(){
Store x and T into a hash table where
the key value is the sequence number;
Send pair packets;

function Receive(){
Record the arrival time of ACK pakcet;
Update Ta;
Compute T;
Update Tpin;
Read x and 7; from the hash table based
on the sequence number in ack packet;
Caculte the new x through equation (11);
Reset the timer;

Send();

is the one and only flow in the network at this time, i.e.,
X (t) = x;(t). From the equation (5),we have

2r(H)—ni(t)

()7 y(@f T(t) > Tmin)

€))

zi(t) (f T(t) = Tmin)

Suppose the sample period is 7(t), the varying rate of
throughput dz;(t)/dt can be approximated as:
dt

2ot +7(8) - @i(t)
7(t)
After substituting equations (6), (7), (8) , (9) and (10)

into (4), the final control law can be described with the fol-
lowing expression:

(10)

x;(t) + at(t) + br(t)x; (t) - (1—
27 (t)—7(t) . T(t)—‘rmm)
7(t) T
L@f T(t) > Tmin)

zi(t+7(t)) = (11)

i) + ar(t) + br(t)z:(t) - (1—
zi(t)7a) S (if 7(t) = Tmin)

During transmission, the sender stores the current
throughput x;(¢) and 7(¢) values into a hash table. After a
round trip time, the corresponding ACK packet is received,
the sender updates 7,,,;, and 7a and reads x;(t) and 7,(¢)
from the hash table. Thus, the new admitted throughput
x;(t+7) can be calculated from equation (11). The pseudo-
code of the PE-TCP algorithm is listed in Table 1.



4 Performance Analysis

In this section, through the evaluation of the stability,
fairness and convergence of PE-TCP, we analyze the influ-
ence of parameters a, b, and T to PE-TCP’s performance,
and provide a guideline to determine the preset parameters
of PE-TCP.

4.1 Stability and Fairness

When multi-flows compete for limited bandwidth re-
sources, the possible results will be (1)multi-flows coexist
or (2)some flows will persist, but other flows will be starved.
To validate that PE-TCP can achieve a fair and stable coex-
isting state, we introduce the following theorem proved in
our previous work [7]:

Theorem 1 The N-dimensional system described by differ-
ential equations (4)(5) is locally asymptotically stable in-
dependent of the bottleneck bandwidth and the number of

flows. Moreover, the equilibrium queue length is q* =

a:';N , and all the flows have the same steady state through-
_ B

put Ty = .

4.2 Convergence

In order to avoid that the congestion control algorithm
is unable to fully utilize the bandwidth resource within a
longer time, we expect the algorithm to have a fast con-
vergence time. At the same time, when a new flow enters
into the network in which the whole bandwidth resources
have been completely shared by many existing flows, we
hope the new flow can achieve the fairness quickly. Thereby
we believe the convergence property of transport protocols
should include two quantity metrics: convergence to effi-
ciency and convergence to fairness[12]. Based on the defi-
nitions of 6 efficiency and ¢ fairness in [7], we introduce the
following two theorems proved in [7].

Theorem 2 Consider N synchronous PE-TCP flows start
to compete for the bottleneck bandwidth B with the initial
throughput of each flow is xo, where N, B, xq satisfy B >>
Nzg >> 1and N >> 1, then after

%) B
. Nlnﬂ—‘rlnN%
o= b

(12)
, the network achieves 0 efficiency.

The time of convergence to efficiency of PE-TCP is
O(In %) For example, if we set b = 1, and 2y = 0.1Mbps,
while choosing the target 6 as 99%, then one PE-TCP flow
saturates a 100Mbps link in only 11.5 seconds.
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Figure 2. Dumbbell topology

Theorem 3 Consider N synchronous PE-TCP flows have
completely shared the bottleneck bandwidth B at steady
state, and suppose a new flow enters into the network
with initial throughput xo, where N, B, xzq satisfy B >>
Nxo >> 1and N >> 1, then after

Bln %
~ —E&

tN 1
e N 13)

, the network achieves ¢ fairness.

Clearly, the time of convergence to fairness is O(% ). For
example, if we set @ = 1Mbps, and choose the target ¢ as
99%, then the network can achieve ¢ fairness state in 153
seconds with a 100Mbps bottleneck bandwidth shared by
four PE-TCP flows.

4.3 Setting the parameters

In this section, we provide a guideline to determine the
preset parameters of PE-TCP: a, b, and T'.

From theorem 2, we observe that increasing b shortens
the time of convergence to efficiency. From theorem 3, we
observe that increasing a shortens the time of convergence
to fairness. From theorem 1, we observe that the equilib-
rium queue length is ¢* %N . In order to avoid the num-
ber of flows making a negative impact on the queue length,
we must choose small % whenever possible to keep a rel-
ative low queue length compared with the bandwidth-delay
product.

Therefore, we set a = 1Mbps, b = 1, T = 0.01s and
zop = 0.1Mbps in the final implementation of PE-TCP to
balance the convergence to efficiency, convergence to fair-
ness and queue length at steady state.

5 Simulation Results

In this section, we present some simulation results eval-
uating the performance of PE-TCP. For comparison pur-
poses, we choose regular TCP-SACK and some other high-
speed TCP variants, i.e., HSTCP, and BICTCP to test to-
gether. We used ns2 for the simulation experiments. The
scenario used in all simulations is the dumbbell topology
depicted in Figure 2. It consists of sender/receiver hosts,
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Figure 4. PE-TCP with the RTT ranging from
10ms to 500ms.

two routers, and links between the hosts and routers. We
deployed a tail-drop discipline at the router buffer, and the
buffer size is set to the 20% bandwidth-delay product of the
bottleneck link between the two routers. The small router
buffer size is in line with recent research results showing
that the buffer size of a bottleneck link with a high degree
of multiplexing of TCP connections can be much less than
the bandwidth delay product[1]. In all experiments the data
packet size is 1000 bytes, while the ACK packet is 40 bytes.
For all the graphs, throughput, utilization, packet loss rate,
and queue length are sampled over 1s intervals.

5.1 Experiment 1: Scalability

This experiment covers a wide range of network sce-
narios, such as link bandwidth in the range of [10Mbps,
1Gbps], round trip time in the range of [10ms, 500ms], a
number of long-lived flows in the range of [1, 100]. In fol-
lowing simulations, all the simulations run for 400ms to en-
sure that the system has reached the steady state. And the
average utilization statistics omit the first 200ms simulation
time which is considered as a “warm up” phase.

5.1.1 Impact of Bottleneck Bandwidth

In this simulation, we vary the bottleneck bandwidth from
10Mbps to 1Gbps and fix the round trip time as 50ms. There
are five PE-TCP flows on the forward path. Figure 3(a)
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Figure 5. PE-TCP with the number of flows
ranging from 1 to 100.

demonstrates that as the bandwidth increases, it is surpris-
ing that the bottleneck average utilization is always close
to 100%. From Figure 3(b), we see that the average queue
length remains at 7 packets, which is close to the theoreti-
cal value of 6.25 packets. This simulation also shows that
no packet loss occurs during the entire simulation time.

5.1.2 Impact of RTT

In this simulation, we vary the RTT from 10ms to 500m:s,
and fix the bottleneck bandwidth at 500Mbps. There are
5 PE-TCP flows are on the forward path. As shown in Fig-
ure 4(a), the bottleneck average utilization degrades slightly
with the increasing of RTT. However we must note that
even in the worst case i.e., 500ms RTT, the utilization is
still higher than 99%. In real networks, we believe that
flows with RTT larger than 400ms are very rare. From Fig-
ure 4(a), we can see that the bottleneck average utilization
is close to 100% when RTT is 400ms. Figure 4(b) shows
that the average queue length remains at 7 packets, which
is close to the theoretical value 6.25 packets. This simula-
tion also shows that no packet loss occurs during the entire
simulation time.

5.1.3 Impact of Number of Flows

In this simulation, we fix the bottleneck bandwidth at
500Mbps and set the RTT of long-lived flows to 50ms. With
an increase in the number of flows from 1 to 100, the bot-
tleneck average utilization is mostly close to 100%, and
the loss rate remains zero. Figure 5(a) shows the results.
We see from Figure 5(b) that the bottleneck average queue
length increases linearly with the number of flows and it is
close to the theoretical value. When there are 100 PE-TCP
flows in the network, the average queue length is 135 pack-
ets, which is 4.3% of the bandwidth-delay product(3125
packets). Compared with the other loss-based mechanism,
PE-TCP maintains a lower queue length . However, we
must note that although we have set a very small T" value
to shorten the equilibrium queue length since it is O(N).
When the number of flows is very large and the queue buffer
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Figure 6. The throughput dynamics of four
flows of the same RTT with different proto-
cols.

is very small, packets will be dropped. This drawback will
be study further and improved in our further work.
Through a wide range of network configurations, the re-
sults validate the good scalability of PE-TCP since PE-TCP
makes the bottleneck link always maintain high utilization
with low queue length and zero packet drop independent of
the bottleneck bandwidth, the RTT and the number of flows.

5.2 Experiment 2: RTT Fairness

In this experiment, we run four flows of a high speed
protocol with the different RTT of 400ms, 200ms, 100ms
and 50ms. We start the 400ms RTT flow, 200ms RTT flow,
100ms RTT flow and 50ms RTT flow start at Os, 300s, 600s
and 900s respectively. The bottleneck bandwidth is also
set to 100Mbps. Figure 7 shows that PE-TCP has a better
RTT fairness and faster convergence than the other proto-
cols. This strong point remains even with large RTT differ-
ences. Clearly, HSTCP and BICTCP have a serious RTT
unfairness problem since the short RTT flows starve off the
long RTT flows.

5.3 Experiment 3: Robustness

This experiment validates the robustness of PE-TCP in
the presence of web traffic and burst traffic. We start the
simulation with four PE-TCP flows where the bottleneck
bandwidth is 100Mbps and RTT is 50ms. During the 200s
simulation time, the average web traffic of 20Mbps gener-
ated by 100 random on-off sources is always on. At 100s,
burst CBR traffic of 40Mbps generated by 10 UDP sources
is injected into the network. At 200s, all UDP sources drop
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Figure 8. PE-TCP is robust against web traffic
and burst traffic.

out. As shown in Figure 8, the PE-TCP flows converge to
a equilibrium rate of 20Mbps at 10s. When the burst traffic
appears at 100s, the PE-TCP flows give up the bandwidth
rapidly. At 110s, the PE-TCP flows converge to a new equi-
librium rate(10Mbps). After the burst traffic leaves at 200s,
the PE-TCP flows catch the available bandwidth and con-
verge to the previous equilibrium rate quickly.

6 Related Works

Our work builds upon some related work which have at-
tempted to design transport protocols based on the popu-
lation ecology models. For example, M. Welzl[16] used
the Logistic Model to design CADPC. One limitation of
CADPC is that it must be supported by router and end
node, to determine the available bandwidth so that it is effi-
cient only when all routers along the route support CADPC.
Compared with CADPC, we do not use the population ecol-
ogy models directly, but extract the key idea of constructing
population ecology models and then create a new model to
implement the congestion control algorithm. In addition,



we also consider the effect of queuing on the whole conges-
tion control mechanism and provide a complete theoretical
analysis based on the system model, which are not shown
in the other two works. We think that the advantage of PE-
TCP is that it is simpler and more practical in real networks.

7 Conclusions and Future Work

In this paper we developed a novel congestion control al-
gorithm for high speed networks based on population ecol-
ogy models. Through theoretical analysis and simulation
validations, we show that PE-TCP can provide high utiliza-
tion, fast convergence, fair bandwidth allocation, and near-
zero packet drops, all of which are desirable for high speed
networks. We believe that population ecology is useful for
solving the resource allocation problem, and is easy to ana-
lyze and apply to the behavior of congestion control.

There are three questions remain unaddressed. First,
the current measurement techniques according to minimal
RTT and bottleneck bandwidth are not robust against pos-
sible routing changes during the lifetime of a connection.
Whether we should remeasure this information periodically
or mitigate the adverse effect by filtering out samples re-
quire further study. Second, we need to choose a very small
T value to shorten the equilibrium queue length since it
is O(N). When the number of flows is very large and
the queue buffer is small, packets will be dropped. Thus,
we will try to reconstruct a more advanced model to make
the equilibrium queue length independent of the number of
flows. Finally, how to keep multiple transport protocols co-
exist reasonably in the same network is still an open issue.
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